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Actuation devices are crucial components of closed-loop flow control schemes. Synthetic jetlike actuators, which are commonly employed in cavity flow control, exhibit a dynamic response that, if ignored, may significantly affect the overall characteristics of the closed-loop system. This paper presents the development and implementation of a dynamic compensator for a synthetic jetlike compression driver actuator which has been successfully implemented for feedback control of subsonic cavity flows. A time-delay model of the actuator dynamics is obtained from experimental data using subspace-based identification methods. The model is designed to match the frequency response of the physical system in a frequency range of interest that covers the resonance frequencies of the cavity. The model is then used for the synthesis of a dynamic controller which employs a Smith predictor in conjunction with an H∞ mixed-sensitivity design. Order reduction is applied to obtain a low-order digital controller amenable to real-time applications. The compensator is retrofitted to an existing cavity flow control architecture, and used to force the actuator output to closely follow the input commands, thereby compensating undesirable actuator dynamics. Experiments show that the integration of the actuator compensator within the cavity control system significantly improves closed-loop performance.

I. Introduction

Suppression of pressure oscillations induced by a flow over a shallow cavity—a configuration occurring in many practical applications, from landing gear wells to weapon bays—is a recognized benchmark problem in active flow control [1–3]. The flow over a shallow cavity produces self-sustained oscillations caused by coupling between flow dynamics and flow-generated acoustic field [3], leading to pressure fluctuations that can be very intense. For the development of active cavity flow control strategies, although feedforward schemes have been attempted with various degrees of success [4, 5], in recent years the most significant effort has been spent on feedback control (see [6, 7] for a comprehensive review).

The flow control group within the Collaborative Center of Control Science at The Ohio State University has developed and tested several methodologies for feedback control of subsonic cavity flows. Specifically, for the physically based linear model proposed by Rowley et al. [8], it has been shown in [9] that proportional and delay-based controllers are capable of reducing the dominant resonance for which they are designed, but may introduce tones at other frequencies. Although a subsequent approach based on neural networks has showed some potential [10], significant results have been accomplished by developing linear-quadratic controllers on the basis of reduced-order flow models [11–13]. In all the above mentioned studies, a compression driver acoustic actuator has been employed within the feedback control architecture to excite the flow at the leading edge of the cavity. This actuator, capable of producing zero-net-mass flow in a wide frequency band, has enough authority to significantly alter the flow at subsonic speed. To date, the actuator has been treated as a constant-gain element that produces an output proportional to a control signal. This assumption could have negative effects on the overall flow control system when the device’s own dynamics cannot be neglected. This is indeed the case for the actuator implemented in our studies, which exhibits a distinct frequency-dependent behavior caused by the geometric features of the converging nozzle channeling the actuator output to the leading edge of the cavity. In particular, it has been experimentally verified that

1) A significant time delay exists between the input (voltage) and output signals (pressure or flow velocity), due to the propagation time of acoustic waves from the compression driver to the actuator exit slot. Time delay is known to severely limit the bandwidth of a feedback control system [14].

2) The actuator output shows distinct resonance peaks in the frequency domain due to the infinite-dimensional characteristics of the system [5] stemming from acoustics-related reflection and transport delay. This implies that there may be significant distortion between the actuator input and the actuated output signals.

The objective of this paper is to develop a methodology for feedback compensation of the dynamics of synthetic jetlike actuators, to be employed in closed-loop flow control schemes. To this end, the design of a model-based feedback controller for the specific actuator device used in [11–13], and its incorporation in the existing control architecture, will be presented as a representative case study for these types of application.

In the literature, analytical and physics-based models of synthetic jet actuators have been proposed using the unsteady Bernoulli equation coupled with structural modeling [15, 16], lumped element modeling [17], and transfer function methods with mechanical elements [18]. In the cited references, the geometric dimensions of the actuators were smaller than the characteristic wavelength, so that it was possible to neglect internal acoustic phenomenon [17]. This assumption is inappropriate for the compression-driver-type actuator which is the object of our investigation, because the nozzle length is comparable to the sound wavelength [5]. As for acoustic ducts with speakers, whose structures are analogous to the compression driver actuator, analytical models can be derived from the wave equation
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that describes the acoustic dynamics [19,20]. In particular, for the actuators with converging nozzles, Webster’s horn equation can be used to derive the governing equations [21]. However, from a control-oriented perspective, this approach will yield a poor model for the actuator used in this research, because it is difficult to determine the boundary condition accounting for the interaction with cavity flow at the actuator exit slot [22]. Furthermore, the geometric shape of the nozzle is specially designed [5] so that its shape cannot be readily incorporated into the model equation [22].

In this research, a black-box model approach using experimental input–output data sets is considered as an alternative method to derive a control-oriented model of the actuator dynamics. McKelvey et al. [23] showed that subspace-based system identification using frequency-domain data can be an effective tool to identify highly resonant dynamics that occur frequently in acoustic systems. This approach is pursued in our study, where subspace-based system identification using frequency-domain data is implemented to construct a linear time-invariant model of the actuator to capture the relevant dynamics in the frequency range of interest, while being of sufficiently low order to be feasible for real-time application. In addition, the presence of time delay, experimentally determined from the step response, can be taken explicitly into account in the model structure.

An actuator compensator, designed on the basis of the identified model, aims at increasing the open-loop gain and alleviating the unfavorable frequency peaks in the actuator outputs. For the closely related problem of noise cancellation inside acoustic ducts, control approaches employing adaptive, fuzzy-logic, linear-quadratic-Gaussian (LQG), or $H_\infty$ optimization schemes have been explored [20,24–28]. Feedback control design for acoustic applications needs more careful consideration than the conventional feedback control applications, as the frequency response of these systems does not roll off at high frequency and shows strong resonance peaks [20]. As a result, feedback controllers based on linear finite-dimensional models must ensure robust stability to deal with uncertainties caused by discrepancies between the model and the physical system. For this study, a Smith-predictor-type control structure is employed to account for the time delay [29], while an $H_\infty$ mixed-sensitivity method is adopted for control synthesis as an effective means to provide robustness against unmodeled dynamics. Bounds on model uncertainties can be assessed quantitatively in the frequency domain, in terms of $H_\infty$ norm of appropriate weighting functions that are employed in the controller design [14].

The effect of the integration of the actuator compensator on an existing feedback cavity flow control system is then examined experimentally. Results show that the compensator forces the actuator output to follow closely the reference command in the frequency range of interest, thereby suppressing spurious peaks in sound pressure spectra previously measured in closed-loop operations. As a result, the performance of the original cavity flow controller can be more clearly assessed from experimental data. In addition, experiments performed in off-design conditions show that the compensator extends the range of Mach numbers of the freestream flow in which the controller is effective.

The paper is organized as follows: In Sec. II, the experimental setup adopted to investigate the actuator characteristics and to collect data used for identification and model validation is introduced. In Sec. III, the subspace-based system identification method is discussed, and the fidelity of the model is assessed in comparison with experimental data. Section IV presents the Smith predictor/$H_\infty$ approach to the design of the actuator servocontroller. The integration of actuator compensation within the existing cavity flow control system is described in Sec. V, where experimental results are discussed. Concluding remarks are given in Sec. VI.

II. Experimental Setup and Data Acquisition

The experimental facility used in this study, shown in Fig. 1, is an optically accessible small scale blow-down wind tunnel located at the Gas Dynamics and Turbulence Laboratory of The Ohio State University. The tunnel can operate in the subsonic range between Mach 0.20 and Mach 0.70. Flow is directed to the 50.8 mm × 50.8 mm test section through a converging nozzle before exhausting to the atmosphere. A shallow cavity is recessed in the test section with a depth $D = 12.7$ mm and length $L = 50.8$ mm for a length to depth aspect ratio $L/D$ equal to 4. The actuator consists of a Selenium D3300Ti compression driver connected to a 108-mm-long nozzle that converges from the driver to an exit slot of width 1 mm. The diaphragm movement of the compression driver creates oscillatory flow that exits through the slot at an angle of 30 deg with respect to the freestream flow in the tunnel. Further details on the setup can be found in [5].

For a voltage signal $V_o$ applied to the compression driver, three output variables are measured simultaneously, namely, pressures $p_i$ and $p_o$ inside and outside the nozzle, respectively, and flow velocity $v_j$ exiting the nozzle (see Fig. 1). The pressure fluctuations are measured by flush-mounted Kulite XCS-062-30A and XCL-100-25A transducers, respectively. The velocity $v_j$ is acquired using a TSI 1276-10A miniature hot-film probe. The signals pass through an antialiasing filter with a 10 kHz cutoff frequency. A dSpace 1103 DSP board operating at 50 kHz sampling rate is used to manage the data acquisition and the implementation of the feedback control algorithms.

The characteristics of the experimental setup have been thoroughly investigated in previous work [5,13]. At Mach 0.3, the cavity flow shows a time-invariant, single-mode resonance corresponding to the third Rossiter mode. For this condition, it has been verified that the actuator has sufficient control authority to alter the behavior of the flow. Therefore, the flow at Mach 0.3 is chosen as a reference baseline for this research. In what follows, the relationship between the input voltage and the measured output variables are examined, using random noise inputs varied from 1 to 5 V in terms of rms magnitude. As shown in Fig. 2, all output variables show a linear relationship with the input in the absence of flow in the tunnel, whereas they are affected by the addition of the flow at Mach 0.3. However, the inside pressure shows a relatively smaller sensitivity to freestream conditions compared to the other two variables, because it is measured at a location shielded from the effects of the external flow. Figure 3 shows the frequency response of each output variable obtained using a random noise voltage input with rms magnitude equal to 5 V. Evidently, the frequency response of the inside pressure is almost independent of main flow, whereas the characteristics of two other variables change significantly with the Mach number. These results are in accordance with the results in Fig. 2. Numerous resonance peaks are observed in all three responses, believed to originate from the infinite-dimensional nature of the actuator dynamics. The differences between the peaks and the valleys are of order 10–20 dB for pressures and 30 dB for velocity. Finally, Fig. 4 shows the spectra of the inside and outside pressures at the actuator exit when $V_o = 0$ at baseline Mach 0.30 flow. It can be seen that while both $p_i$ and $p_o$ oscillate at about 2.85 kHz (the resonance frequency of the baseline cavity flow), only the inside pressure $p_i$ exhibits high-frequency peaks. This confirms that the peaks of the frequency response in Fig. 3 are not related to the acoustics of the cavity, but to the internal dynamics of the actuator. It
The linear actuator model in the state-space representation is

\[
\dot{x}(t) = Ax(t) + Bu(t - \tau)
\]

\[
y(t) = Cx(t) + Du(t - \tau) + \delta(t)
\]

where \(u(t) \in \mathbb{R}\) is the input, \(y(t) \in \mathbb{R}\) the output, \(x(t) \in \mathbb{R}^{n \times 1}\) the state, and \(\delta(t) \in \mathbb{R}\) the measurement noise, assumed Gaussian. The system matrices are denoted by \(A \in \mathbb{R}^{n \times n}, B \in \mathbb{R}^{n \times 1}, C \in \mathbb{R}^{1 \times n}\), and \(D \in \mathbb{R}\). The input \(u(t)\) corresponds to the voltage signal \(V_c(t)\) and the output variable to the inside pressure \(p_i(t)\). The propagation time of the acoustic waves has been incorporated into the model structure as an input time delay \(\tau\). Applying Laplace transform to Eq. (1) yields

\[
Y(s) = G(s)U(s) + \Delta(s) = e^{-s\tau}G_c(s)U(s) + \Delta(s)
\]

where \(G(s)\) is the model transfer function and \(G_c(s) = (sI - A)^{-1}B + D\) is its delay-free part. Provided that \(\tau\) is known, estimates \((\hat{A}, \hat{B}, \hat{C}, \hat{D})\) of the system matrices \((A, B, C, D)\) can be obtained by optimizing the following least-squares condition at discrete frequencies \(\omega_k\):

\[
\text{minimize} \sum_{k=1}^{N} (\hat{y}(t_k) - y(t_k))^2
\]

with \(y(t_k)\) being the measured output and \(\hat{y}(t_k)\) the estimated output.
\[
\hat{G}_s(s) = \arg\min_{G_{i,(s)}} \sum_{i=0}^{N-1} \|G(j\omega_i) - G_s(j\omega_i)e^{-j\omega_i t}\|^2
\]

where \( \hat{G}_s(s) = \hat{C}(sI - \hat{A})^{-1}\hat{B} + \hat{D} \). The constants \( f_s \) and \( N \) denote the sampling frequency and the number of data in the frequency domain, respectively. Assuming that the system is excited by a periodic signal band limited below the Nyquist frequency, the continuous-time transfer function \( G(s) \) can be approximated with the discrete Fourier transform of the sampled input–output data set \( (\hat{U}(\omega_i), \hat{Y}(\omega_i)) \) as follows [30]:

\[
G(j\omega_i) \approx \hat{Y}(\omega_i) / \hat{U}(\omega_i)
\]

Using this condition, Eq. (3) is rewritten as

\[
\hat{G}_s(s) = \arg\min_{G_{i,(s)}} \sum_{i=0}^{N-1} \|\hat{Y}(\omega_i) / \hat{U}(\omega_i) - G_s(j\omega_i)e^{-j\omega_i t}\|^2
\]

where \( \hat{Y}(\omega_i) / \hat{U}(\omega_i) \) represents the empirical frequency response of the system. Because this empirical response tends to become noisier as the number of data \( N \) increases, a Hamming window function \( W_f \) is employed to smooth it as follows [31]:

\[
\hat{G}(j\omega_i) = \frac{1}{\omega_i} \int_{\omega_i}^{\omega_i + \Delta\omega} W_f(\xi - \omega_i) \hat{U}(\xi) / \hat{Y}(\xi) d\xi
\]

where \( \hat{G}(j\omega_i) \) stands for the empirical transfer function estimate (ETFE). Consequently, Eq. (5) is modified as

\[
\hat{G}_s(s) = \arg\min_{G_{i,(s)}} \sum_{i=0}^{N-1} \|\hat{G}(j\omega_i) - G_s(j\omega_i)e^{-j\omega_i t}\|^2
\]

This equation can be readily computed using the MATLAB routine N4SID [32]. In general, the state-space forms obtained from the subspace method lead to excessively high-order systems. Hence, model reduction of the identified system is required for the sake of designing a practical controller that can be implemented in real time. Balanced realization and truncation methods are employed to this end. Applying a balancing transformation \( x_t = T x_k \) to the identified system matrices \( (A, B, C, D) \) leads to [14]

\[
\hat{A}_b = T\hat{A}T^{-1} = \begin{bmatrix} \hat{A}_b(1,1) & \hat{A}_b(1,2) \\ \hat{A}_b(2,1) & \hat{A}_b(2,2) \end{bmatrix}
\]

\[
\hat{B}_b = T\hat{B} = \begin{bmatrix} \hat{B}_b(1,1) \\ \hat{B}_b(2,1) \end{bmatrix}
\]

\[
\hat{C}_b = \hat{C}T^{-1} = [\hat{C}_b(1,1) \hat{C}_b(1,2)]
\]

\[
\hat{D}_b = \hat{D}
\]

and yields the Gramian of \( \hat{G}_s(s) \)

\[
\Sigma = \begin{bmatrix} \Sigma_1 & 0 \\ 0 & \Sigma_2 \end{bmatrix}
\]

where \( \Sigma_1 = \text{diag}(\sigma_1, \ldots, \sigma_s) \) and \( \Sigma_2 = \text{diag}(\sigma_{s+1}, \ldots, \sigma_s) \) contain the ordered Hankel singular values of \( \hat{G}_s(s) \), that is, \( \sigma_1 > \cdots > \sigma_s > \sigma_{s+1} > \cdots > \sigma_n \). The value \( \sigma_i \) represents the relative contribution of the \( i \)th balanced state \( x_b(i) \) to the input–output relationship of the system. Consequently, the full-order system in \( n \) dimensions can be reduced to the \( k \)-order system \( (\hat{A}_b(1,1) \hat{B}_b(1,1) \hat{C}_b(1,1) \hat{D}_b) \) by discarding the \( n - k \) states associated with small Hankel singular values. Additional details of the balanced truncation method can be found in Antoulas [33].

The cavity flow controller operates in the frequency range of 1–5 kHz, which is adopted as a frequency range of interest [5,13]. For systems identification, chirp signals are designed to excite only the response of the actuator in the frequency range 400 Hz–9 kHz, while the rms magnitudes of the signals are kept larger than 4 V so as to minimize the effects of external flow conditions (refer to Fig. 2a). Four experimental data sets, obtained from chirp signals with different rms magnitudes, are merged into one set, and then filtered to contain only data in the range 600 Hz–6 kHz before being used for system identification. Recall that the infinite-dimensional actuator dynamics generate multiple resonance peaks over a wide frequency range, as seen in Fig. 3a. Conversely, the control-oriented model should be of a sufficiently low order to enable real-time application. Initially, the identification yielded a 22nd-order model, which was reduced to a 16th-order model by the balanced truncation method in Eq. (8). The transfer function of the resulting model is given by

\[
\hat{g}(s) = e^{-\tau s} \frac{c(s - \zeta_0) \prod_{i=1}^{p_1}(s - \zeta_i)(s - \bar{\zeta}_i)}{\prod_{i=1}^{p_2}(s - p_i)(s - \bar{p}_i)}
\]

where \( \tau = 0.00062, c = 791.3, \) and \( p_1 \) and \( \bar{\zeta}_i \) represent the complex conjugates of the poles \( p_i \) and zeros \( \zeta_i \), respectively, shown in Table 1. Note that the delay-free part in Eq. (9) is a stable and minimum phase system with relative-degree one. This model is used as a nominal plant for the controller synthesis. The frequency response of the model is shown in Fig. 6, together with the data set used in the procedure.

![Table 1 Poles and zeros of the transfer function \( \hat{G}(s) \)](image)

<table>
<thead>
<tr>
<th>Set</th>
<th>( p_1 \times 10^3 )</th>
<th>( \zeta_1 \times 10^3 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>1</td>
<td>-0.0323 + 3.9402i</td>
<td>-0.1494 + 3.8576i</td>
</tr>
<tr>
<td>2</td>
<td>-0.0377 + 3.4089i</td>
<td>-0.1556 + 3.2652i</td>
</tr>
<tr>
<td>3</td>
<td>-0.0406 + 2.9340i</td>
<td>-0.1886 + 2.7234i</td>
</tr>
<tr>
<td>4</td>
<td>-0.0412 + 2.3508i</td>
<td>-0.1902 + 2.1487i</td>
</tr>
<tr>
<td>5</td>
<td>-0.0460 + 1.9212i</td>
<td>-0.2511 + 1.8866i</td>
</tr>
<tr>
<td>6</td>
<td>-0.0515 + 1.3680i</td>
<td>-0.2341 + 1.2995i</td>
</tr>
<tr>
<td>7</td>
<td>-0.0616 + 0.5856i</td>
<td>-0.1254 + 0.6681i</td>
</tr>
<tr>
<td>8</td>
<td>-0.0940 + 0.9876i</td>
<td>—</td>
</tr>
</tbody>
</table>

![Fig. 6 Comparison between the frequency responses of the model and the data sets used for the identification](image)
sizable peak located at about 2.85 kHz (labeled a) is visible in the plot of the uncertainty bound in Fig. 7. This peak is not related to the actuator response; rather, it corresponds to the resonance peak of the cavity flow (compare with the peak labeled A in Fig. 6), which should not be captured by the system identification algorithm. Therefore, this frequency component is disregarded in the assessment of the model uncertainty of the actuator as far as the control synthesis is concerned. The multiplicative uncertainty bound thus obtained is employed in the following section for the selection of the complementary sensitivity weighting function for the \( H_\infty \) control synthesis.

IV. Compensator Design Based on \( H_\infty \) Control Synthesis

The aim of the compensator is to let the output of the model (9) track a time-varying reference signal \( r(t) \) generated by a higher-level cavity flow controller. The presence of the time delay substantially complicates the design. Because the frequency response of a time-delay element \( e^{-\tau s} \) is given by

\[
|e^{-\tau s}| = 1, \quad L(e^{-\tau s}) = -\tau \omega
\]

the delay behaves as an all-pass filter with a linearly decreasing phase, thereby limiting the bandwidth and the achievable performance of the closed-loop system. Moreover, it is difficult to apply conventional control methods directly to time-delay systems, because \( e^{-\tau s} \) is noninvertible and irrational [34]. To deal with the presence of time delay, a 2-degrees-of-freedom (2-DOF) controller incorporating a Smith predictor is adopted in this study. The structure of the controller is shown in Fig. 8. The complementary sensitivity function \( T(s) \) of the closed-loop system, equivalent to the transfer function from the reference input \( r \) to the regulated output \( y \), is computed as

\[
T(s) = \frac{y(s)}{r(s)} = \frac{G_p(s)K(s)}{1 + [(1 - e^{-\tau s})G_p(s) + G_p(s)]K(s)K_{pre}(s)} \tag{12}
\]

where \( G_p(s) \) denotes the transfer function of a plant, and \( K(s) \) and \( K_{pre}(s) \) the transfer functions of a feedback controller and a prefilter, respectively. Provided that \( G_p(s) = e^{-\tau s}G_\ast(s) \), the time delay is canceled out from the denominator of Eq. (12), as

\[
T(s) = T_0(s)e^{-\tau s}
\]

where

\[
T_0(s) = \frac{G_p(s)K(s)}{1 + G_p(s)K(s)K_{pre}(s)}
\]

is the pseudocomplementary sensitivity function \( T_0(s) \), equivalent to the transfer function from the reference \( r \) to the pseudo-output \( z \) in Fig. 8. If \( G_p(s) \) is stable and minimum phase, the controller \( K(s) \) can be readily synthesized using standard loop-shaping techniques.

The compensated actuator output is expected to track the reference signal within the frequency interval \( \Omega = [\omega_i, \omega_{\infty}] \) where the cavity flow controller operates. The lower and upper bounds \( \omega_i \) and \( \omega_{\infty} \) are determined from the frequency range of interest 1–5 kHz determined in Sec. III. The magnitude plot \( |T(j\omega)| \) needs to be confined within a range of the form

\[
1 - \delta_1 < |T(j\omega)| < 1 + \delta_2 \quad \text{for all} \quad \omega \in \Omega
\]

where \( \delta_1 \) and \( \delta_2 \) are determined by performance requirements. In addition, \( |T(j\omega)| \) is required to exhibit sufficient roll-off for \( \omega > \omega_{\infty} \) to maintain closed-loop stability in spite of model uncertainty.

As for any 2-DOF control structure, the feedback controller \( K(s) \) plays a key role in reducing the system uncertainty, whereas a prefilter \( K_{pre}(s) \) shapes the reference \( r \) to improve closed-loop performance. Ideally, it is best to synthesize the combined set \( \{K(s), K_{pre}(s)\} \) in one step [35]. However, it is practical on occasion to determine \( K_{pre}(s) \) based on the experimental responses of the closed loop where only the controller \( K(s) \) is implemented, because the experimental results may differ from the analytical results [14]. The latter approach is pursued in this research. Assuming first that \( K_{pre}(s) = 1 \), an \( H_\infty \) mixed-sensitivity method is implemented for the synthesis of \( K(s) \) [36,37]. The stabilizing \( K(s) \) minimizes the \( H_\infty \) norm

\[
\left\| \begin{bmatrix} W_1(s)S_c(s) \\ W_2(s)T_c(s) \end{bmatrix} \right\|_\infty \leq \gamma
\]

where the function \( S_c(s) = 1 - T_0(s) \) represents the sensitivity of the pseudo-output \( z \) with respect to the reference \( r \). The weighting functions for \( S_c(s) \) and \( T_0(s) \) are denoted by \( W_1(s) \) and \( W_2(s) \), respectively. The conditions for nominal performance and robust stability of a closed loop are defined as [14]

- nominal performance: \( |W_1(j\omega)S_c(j\omega)| \leq 1, \quad \forall \omega \in \mathbb{R} \)
- robust stability: \( |W_2(j\omega)T_c(j\omega)| \geq |L_4(j\omega)| \)

The \( H_\infty \) optimization problem in Eq. (15) can be numerically solved using the MATLAB routine hinfsyn. After this has been accomplished, the prefilter \( K_{pre}(s) \) can be designed to satisfy

\[
|K_{pre}(j\omega)| = |T_{exp}(j\omega)|^{-1}|T_{ref}(j\omega)|, \quad \forall \omega \in \mathbb{R}
\]

where \( T_{exp}(j\omega) \) is the frequency response of the closed-loop obtained from experimental data and \( T_{ref}(j\omega) \) is the desired closed-loop response.

The crucial step in the \( H_\infty \) control synthesis is the choice of the weighting functions \( W_1(s) \) and \( W_2(s) \) satisfying the conditions in Eq. (16). Using the information on \( L_4(j\omega) \) obtained at the previous step, the weighting functions are selected as follows:

\[
W_1(s) = \left\{ \begin{array}{ll} 35 \frac{\tau_{15}s + \tau_{15}^{1/2}}{(\tau_{11}/\tau_{12})s + 1} & \text{if } \tau_{15}s + \tau_{15}^{1/2} \\ \tau_{15}s + \tau_{15}^{1/2}/\tau_{14}^{1/2} & \text{if } \tau_{12}/\tau_{14}^{1/2} \end{array} \right\}^{-1}
\]

\[
W_2(s) = \left\{ \begin{array}{ll} 80 \frac{\tau_{25}s + \tau_{25}^{1/2}}{(\tau_{21}/\tau_{22})s + 1} & \text{if } \tau_{25}s + \tau_{25}^{1/2}/\tau_{22}^{1/2} \\ \tau_{25}s + \tau_{25}^{1/2}/\tau_{23}^{1/2} & \text{if } \tau_{22}/\tau_{23}^{1/2} \end{array} \right\}^{8}
\]
Table 2 Coefficients of the weighting functions $W_i(s)$ and $W_2(s)$

<table>
<thead>
<tr>
<th>$i$</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\tau_1$</td>
<td>$\left(2\pi \cdot 1600\right)^{-1}$</td>
<td>$\left(2\pi \cdot 750\right)^{-1}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\tau_2$</td>
<td>$\left(2\pi \cdot 1150\right)^{-1}$</td>
<td>$\left(2\pi \cdot 1000\right)^{-1}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$r_1$</td>
<td>55</td>
<td>0.03</td>
<td>0.005</td>
<td>100</td>
</tr>
<tr>
<td>$r_2$</td>
<td>100</td>
<td>0.01</td>
<td>0.0048</td>
<td>10000</td>
</tr>
</tbody>
</table>

where the values of the coefficients are given in Table 2. The frequency response of the weighting functions is shown in Fig. 7, together with the uncertainty bound. As mentioned earlier, the weighting functions disregard the peak $a$, which is not related to the actuator dynamics. For the given selection of performance and robustness weights, the routine hinfsyn yields a 32nd-order feedback controller $K(s)$. This is then reduced to a 22nd-order controller $K_{red}(s)$ by means of the balanced truncation method in Eq. (8), and converted to a discrete controller $K_d(z)$ for real-time implementation at a 50 kHz sampling rate. Figure 9 confirms that the frequency response of the original controller below 10 kHz is preserved through this conversion.

The closed-loop response, shown in Fig. 10a, does not exhibit a sufficient gain and attenuation of the high-frequency components in absence of a prefilter. This is due to the fact that the robust stability condition in Eq. (16) limits the choice of $W_2(s)$, thus affecting the selection of the weighting factor $W_1(s)$ that determines the closed-loop performance. Following Eq. (17), a prefilter is designed using the inverse of the experimental closed-loop response as follows:

$$K_{pre}(s) = 1.25 \left[ \frac{\tau_1 s + r_1}{(\tau_1/r_2)s + 1} \right] \left[ \frac{\tau_2 s + r_2^{1/2}}{(\tau_2/r_4)s + 1} \right]$$  \hspace{1cm} (20)

V. Implementation in Closed-Loop Cavity Flow Control

In this section, the integration of the actuator compensator with an existing cavity flow control architecture is discussed, and its effectiveness is evaluated experimentally. For the sake of completeness, the derivation of the controller is briefly summarized. The interested reader is referred to [11–13] for details.

A. Cavity Flow Control Architecture

The cavity flow controller employed in this study has been developed on the basis of a reduced-order flow model, obtained by means of proper orthogonal decomposition (POD) and Galerkin projection methods. For two-dimensional flows, the flowfield can be represented by the vector $q(x,t) = [u(x,t),v(x,t),c(x,t)]$, where $u$ and $v$ are the velocity components, and $c$ is the local speed of sound. The POD method approximates the flow variables in terms of finite-dimensional expansion

$$q(x,t) \approx q_0(x) + \sum_{i=1}^{n} a_i(t) \psi_i(x)$$  \hspace{1cm} (21)

where $q_0(x)$ is the mean flow, and $\psi_i(x)$ and $a_i(t)$ stand for the POD modes and the corresponding modal coefficient, respectively. For model development, 1000 particle image velocimetry (PIV) snapshots of the baseline flowfield were acquired to compute an expansion onto four POD modes. For linear control design, a linearized reduced-order model of the flowfield was derived applying the following steps:

1) Galerkin projection of the compressible Navier–Stokes equations onto the subspace spanned by the POD modes. This procedure yields a set of nonlinear ordinary differential equations (ODEs) governing the temporal evolution of $a(t) = [a_1(t) \cdots a_4(t)]$.

2) Control separation using a spatial subdomain approach [38] to render explicit the presence of the control input $u$ in the equations.

3) Linearization of the nonlinear ODEs about an equilibrium point $\hat{a}_0$, to which the origin of the original coordinate system is shifted.

The resulting flow model is written as

$$\dot{a}(t) = Ga(t) + B\Gamma(t)$$  \hspace{1cm} (22)

where, for the sake of simplicity, the notation $a(t)$ is maintained for the shifted coordinates. Quadratic stochastic estimation is implemented to correlate real-time measurements of surface pressure fluctuations $p_f(t)$ at $m$ distinct locations with the modal...
coefficients in Eq. (22). The estimates of the modal coefficients are defined as

\[
\hat{a}_i(t) = C^{ij} p_j(t) + D^{jk} p_j(t) p_k(t)
\]

\[i = 1 \cdots n, \quad j, k = 1 \cdots m \tag{23}\]

In this study, surface pressure measurements were obtained at four distinct locations \(m = 4\) on the cavity wall, shown schematically in Fig. 11. Further discussions about the stochastic estimation and control input separation can be found in Saminny et al. [13] and Caraballo et al. [39] A feedback controller from the estimated states has been derived in the form

\[
\Gamma(t) = -K_{LQ} \hat{a}(t) 
\]

where the gain matrix \(K_{LQ}\) has been selected using linear-quadratic control to minimize a quadratic cost function of the system states and the input energy [34]. A representation of the integration of the actuator compensator and the cavity flow control system is depicted in Fig. 11. When the compensator is active, the control signal \(u_c\) generated by the cavity flow controller is used as a reference command for the compensator. Otherwise, the signal \(u_c\) is directly provided as a voltage signal to the compression driver.

b) Closed-Loop Experimental Results

With the actuator compensator embedded into the cavity flow control system, closed-loop experiments were performed at the baseline Mach 0.3 flow condition. Figure 12 shows sound pressure level (SPL) spectra of the surface pressure acquired by transducer 5 in Fig. 11. In absence of feedback control (baseline flow), the sound pressure level of the flow resonance reaches 135 dB. Engaging the LQ feedback control reduces this peak to a level just below 120 dB in absence of actuator compensation, as shown in Fig. 12a, while several low-magnitude peaks appear in the frequency range 2–7 kHz. When the compensator of the actuator dynamics is enabled, the closed-loop response improves considerably, as shown in Fig. 12b. The peaks labeled A, B, D, and E in Fig. 12a are significantly reduced. Consequently, the maximum peak of the sound pressure levels is reduced below 112 dB for the entire frequency range, while no spurious components exceed the low-frequency noise plateau.

For the same experiment, Fig. 13 compares the spectrum of the actuator output \(p_i\) (inside pressure) with that of the reference signal \(u_c\) generated by the LQ controller. In Fig. 13a, the peaks a–e in the controller signal and the peaks a’–e’ in the actuator output represent the frequency components corresponding to the peaks A–E in Fig. 12a. Comparing Fig. 13a with the frequency response in Fig. 6 reveals that without compensation the actuator output is strongly dominated by the actuator own dynamics, and the control command is severely distorted. It should be noted that the peaks a (2185 Hz), d (5432 Hz), and e (7062 Hz) are intrinsic to the actuator dynamics, whereas the peaks b (2844 Hz) and c (3198 Hz) are associated with the cavity flow dynamics. In contrast, the compensator forces the actuator output to closely follow the control signal within the frequency range of 1–5 kHz, as shown in Fig. 13b. Furthermore, the frequency components of the actuator output above 5 kHz are effectively attenuated so that those peaks do not appear in the pressure measurements in closed-loop operation. The compensator achieves its goal to suppress the uncertainty caused by the actuator dynamics from the closed-loop response. It allows not only to recover the best possible performance of the LQ cavity flow...
controller, but also to facilitate the assessment of the overall performance of the control scheme.

The freestream Mach number was varied between 0.28 and 0.32 to explore the effects of the compensator on the performance of the cavity flow control under off-design conditions. Figure 14 presents the SPL spectra of the surface pressures at transducer 5 for Mach 0.28 and 0.32, respectively. In the Mach 0.28 case, the feedback control still benefits from the compensator, which attenuates spurious frequency components compared to the case without compensation. At Mach 0.32, the feedback control without the compensator suppresses the resonance peak at 2930 Hz, while creating the strong peak above 125 dB at 2209 Hz. It implies that the control performance is deteriorated at off-design conditions. Nonetheless, the addition of the compensator effectively decreases the magnitudes of several resonance peaks. These results seem to confirm that the compensator improves the robustness of the original flow control system, thereby extending the range of freestream conditions where the control strategy is effective.

VI. Conclusions

The input–output response of a typical synthetic jetlike compression driver used for cavity flow control exhibits strong intrinsic resonance peaks spread over a wide frequency range, as its dynamics are closely related to infinite-dimensional acoustic dynamics of the actuator. As a necessary step to improve the performance of existing feedback cavity flow control architecture, a servocompensator for the actuator dynamics was designed on the basis of a control-oriented model of the actuator. A subspace-based system identification method was used to develop a model in the form of a time-delay linear system which matches the physical system in the frequency range of interest for feedback cavity flow control experiments. A Smith-predictor-type structure with a form of a time-delay linear system which matches the physical system is used for feedback cavity flow control. A Smith-predictor-type structure with a form of a time-delay linear system which matches the physical system is used for feedback cavity flow control. Consequently, the proposed approach constitutes a methodology of large class of devices used in cavity flow control applications. The proposed approach constitutes a methodology of large class of devices used in cavity flow control applications.

Although the results presented and discussed in this paper concern specific experimental apparatus, the actuator is representative of a large class of devices used in cavity flow control applications. Consequently, the proposed approach constitutes a methodology of general applicability which presents clear advantages, in terms of scalability and ease of implementation, over a servocompensator design based on first-principle modeling.
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