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High-speed flows encountered in most applications typically have very high Reynolds numbers and are often highly turbulent. Even in a laboratory-scale high subsonic or supersonic (high-speed) flow, velocities could vary over 3 orders of magnitude, and the turbulence spatial and temporal scales could span over 4-5 orders of magnitude. Exploring detailed physics of such flows presents major challenges to both experimental and computational researchers. An ultimate velocimetry technique would provide detailed, accurate, volumetric, real-time velocity data in such flows. With that being the goal, currently there are two planar velocimetry techniques that are developing rapidly into very useful tools with the potential of providing accurate velocity information in high-speed flows. The techniques are planar Doppler velocimetry (PDV) and particle imaging velocimetry (PIV). Whereas PDV has been under development for a relatively short period of time and is becoming a powerful technique, more accurate in high-speed flows, PIV is an established technique in low-speed flows and is now breaking ground in high-speed flows. The purpose of this review is to provide detailed background on these two techniques, to discuss the strengths and constraints of each technique, and to outline the areas in need of further improvement and development. The aims are to assist the novice users in their proper usage and to help those who are in the process of deciding which technique is more appropriate in their specific applications.

Nomenclatures

- \( D \) = jet diameter
- \( f_{mon} \) = laser frequency monitoring
- \( I/I_0 \) = filter transmission coefficient
- \( \mathbf{o} \) = unit vector in the laser light propagation direction
- \( P_{I_2} \) = iodine partial pressure in the filter cell
- \( P_{N_2} \) = nitrogen partial pressure in the filter cell
- \( s_1, s_2, s_3 \) = unit vectors toward the detectors/observers 1, 2, and 3
- \( T_{cell} \) = filter cell temperature
- \( T_{I_2} \) = filter side arm temperature
- \( V \) = velocity vector
- \( V_c \) = jet centerline velocity
- \( V_x, V_y, V_z \) = velocities in the \( x, y, \) and \( z \) directions
- \( \alpha, \beta, \gamma \) = angles that unit vectors \( s_1, s_2, \) and \( s_3 \) make with the \( x \) coordinate (Fig. 9)

\[ \Delta f_d = \] Doppler shift
\[ \nu_0 = \] laser light frequency

Introduction

To understand the dynamics of turbulent flows, one has to solve the Navier-Stokes (N-S) equations numerically or measure the flow properties experimentally. At the present time, even with the most powerful supercomputers and parallel processing machines, direct numerical simulation of the N-S equations is still limited to simple flows with very low Reynolds numbers. The ratio of the largest spatial or temporal scale to the smallest scale in a turbulent flow is proportional to Reynolds number to \( \frac{3}{4} \) power (Ref. 1). If one takes a laboratory-scale unbounded flow such as a jet with a diameter of 25 mm (which is about 100 times smaller than the size of an actual jet engine nozzle), the
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Reynolds number is approximately $10^5$, and the large-scale turbulence structures downstream of the jet core would be around 25 mm in size. The spatial resolution of the measurements must be better than $\Delta x_{\text{res}} / Re_{\text{th}} = 0.0008 \text{ mm} = 0.8 \mu\text{m}$ to resolve all of the scales. The minimum number of grid points required for a direct numerical simulation of such a flow is $Re_{\text{th}}^{1/3} \times 3 \times 10^3$, and the minimum total number of points to resolve the timescale is $Re_{\text{th}}^{-1} = 10^{14}$. It is obvious that both the experimental and computational researchers have major challenges ahead of them. The only silver lining for experimentalists is that a tremendous amount of information could be obtained in a high-speed flow without resolving all of the scales. Obviously, the information in the measured data would be limited to the resolved scales. On the other hand, one has to resolve all of the scales in a direct numerical simulation to get accurate information. This is the major difference between experimental and direct numerical simulation work.

The focus of this review paper will be on optical techniques for velocity measurements. There are two conceptual optical methods that one can use to measure flow velocity. The first concept requires measuring the shift in the frequency of the illuminating laser light that is either scattered by the molecules in the flow or the artificially seeded particles in the flow. Some researchers have also used the Doppler shift of laser-induced fluorescing molecules for velocity measurement. The idea of measuring the Doppler shift due to the motion of particles in the flow was originated by Cummings et al.\textsuperscript{5} and Yeh and Cummins,\textsuperscript{6} after the advent of narrow linewidth lasers. The widely used laser Doppler velocimetry (LDV), which is a point measurement technique, is based on this concept.\textsuperscript{1} A new class of velocimetry technique based on a molecular filter, which was originated by Komine et al.\textsuperscript{7} and Meyers and Komine,\textsuperscript{8} has been developed within the past several years that can measure the Doppler shift of scattering particles on an illuminated plane.\textsuperscript{8,24–33} This technique is called the planar Doppler velocimetry (PDV),\textsuperscript{33} or Doppler global velocimetry (DGV).\textsuperscript{3} Some researchers have also used the Doppler shift of laser-induced fluorescing molecules for veloc- ity measurement. The idea of measuring the Doppler shift due to the motion of particles in the flow was originated by Cummings et al.\textsuperscript{5} and Yeh and Cummins,\textsuperscript{6} after the advent of narrow linewidth lasers. The widely used laser Doppler velocimetry (LDV), which is a point measurement technique, is based on this concept.\textsuperscript{1} A new class of velocimetry technique based on a molecular filter, which was originated by Komine et al.\textsuperscript{7} and Meyers and Komine,\textsuperscript{8} has been developed within the past several years that can measure the Doppler shift of scattering particles on an illuminated plane.\textsuperscript{8,24–33} This technique is called the planar Doppler velocimetry (PDV),\textsuperscript{33} or Doppler global velocimetry (DGV).\textsuperscript{3} The second concept is based on measuring the transit time between two points of either tagged molecules in the flow or artificially seeded particles in the flow,\textsuperscript{3,7} The widely used parti- cles imaging velocimetry (PIV) and its many variations are based on this concept.\textsuperscript{26,34–36} A third planar technique, called scalar imaging velocimetry, which has been developed recently, first measures the conserved scalar field, then backs out the velocity component field along the local scalar gradient vector.\textsuperscript{37,38} This technique is currently limited to flows with large Schmidt number and low Reynolds number. As was discussed, high-speed flows, where the flows most often possess high Reynolds numbers, contain a very wide range of turbulence velocity, timescales, and length scales. Therefore, they require techniques with a large dynamic range both in velocity and space. For seeded-particle-based techniques, this means that one has to uti- lize very small and densely seeded particles. LDV, which has a large dynamic range in velocity and good pointwise spatial resolution, has been used successfully in such flows and has been provided a wealth of turbulence data.\textsuperscript{41–46} Unfortunately, LDV is a point measurement technique, which means that it requires an enormous amount of time to map out a flowfield and that it provides only mean velocity and turbulence statistical information.

In recent years, some work has also been carried out on line- writing using oxygen molecules.\textsuperscript{35} These techniques are based on the transit time of tagged molecules and have two main advantages over LDV: 1) They are line measurement, rather than point measure- ment techniques. 2) They are based on molecules, rather than particles, thus they are free of problems such as particle fiducial and frequency response.

Over the past several years, more applications of planar two- component measurements in the illuminated plane PIV\textsuperscript{37–50} and stereoscopic, three-component PIV\textsuperscript{51} techniques have been used in high-speed flows. For correlation-based processing, high concentra- tions of small seed particles are required. Best results are obtained when the individual particle images are resolved, which can depend on the optical recording system resolution as much as on the physical size of the seed particles used. Submicron-sized seed particles are regularly employed in high-speed flows. The inherent spatial averaging resulting from correlation processing of small subregions across the recorded particle image frames limits the spatial dynamic range of the PIV technique. However, through proper optimization of the optical recording system, seed particle size and concentration, and data processing, PIV can yield accurate and reasonable spatial resolution measurements of high-speed flows.

In this review paper, details of PDV technique will be discussed first. It will be followed by the presentation of the PIV technique. Because PIV is an established technique that has been reviewed extensively in the literature, the focus will be on most recent ad- vances pertinent to multiple-component and high-speed applica- tions. Throughout the paper, PDV and PIV will be compared and contrasted to provide the reader an in-depth understanding of their capabilities, constraints, and advantages and disadvantages in vari- ous applications.

**PDV**

First, a comment on the name planar Doppler velocimetry is in order. The technique to be detailed herein is a planar technique that measures the Doppler shift in the scattered laser light, by particles in the flow, and thus the flow velocity. Therefore, the name PDV seems to be appropriate. Initially, however, Komine et al.\textsuperscript{7} and Meyers and Komine\textsuperscript{8} called it DGV. In earlier work from the laboratory of the first author of this review,\textsuperscript{5,6} the technique was called planar velocimetry. Smith et al.\textsuperscript{11} called it absorption filter planar Doppler velocimetry. McKenzie\textsuperscript{6} and Yeh\textsuperscript{6} were first to call it PDV. Currently, both PDV\textsuperscript{13,24–27} and DGV\textsuperscript{28–30} are used for the technique. Thus, variations of fundamentally the same technique are used by different research groups, and it is called either PDV or DGV. This, to some degree, is similar to calling LDV laser Doppler anemometry (LDA) or laser velocimetry (LV) by different research groups.

**Doppler Shift**

The accurate measurement of the Doppler shift is at the heart of the PDV technique. Yeh and Cummins\textsuperscript{5} and Cummins et al.\textsuperscript{5} originated the idea of using the Doppler shift in the frequency of the light scattered by particles or molecules in the flow to measure the flow velocity. The Doppler shift equation is given by

$$\Delta f_d = \left[ (s - \sigma) / \lambda \right] \cdot V \quad (1)$$

where $s$ is the unit vector toward the observer/detector, $\sigma$ is the unit vector in the propagation direction of the laser light, $V$ is the veloc- ity vector of the light-scattering fluid element/particle, and $\lambda$ is the wavelength of the laser light (refer to Fig. 1). The measured velocity component is in the shown $(s - \sigma)$ direction, which can be oriented to a direction that an application might prefer.\textsuperscript{16,20} Obviously, the maximum Doppler shift will be realized if $s$, $\sigma$, and $V$ are all aligned, and $s$ and $\sigma$ are in the opposite directions. This maximum Doppler shift is $2V/\lambda$. For a visible range laser operating at a wavelength of 532 nm, which is the second harmonic of Nd:YAG laser that is typically used with PDV, and for a supersonic flow velocity of 500 m/s, the maximum Doppler shift is only about 1.9 GHz. This Doppler shift is negligible in comparison with the visible laser light frequency of approximately 5.6 X 10$^{15}$ GHz. Therefore, the direct measurement of the frequency change in the laser light due to the Doppler shift presents a challenge. In the development stages of the

---

**Fig. 1 Schematic of laser light-scattering by particles and the associ- ated vectors for the Doppler shift calculation.**
LDV technique, various configurations were used to utilize the optical beating or heterodyning of the scattered light with the original reference light to extract the Doppler shift. The current configuration for LDV is the dual-beam configuration, which forms a set of either stationary or moving fringes in the measurement volume. In this configuration, however, the velocity of the scattering particles can be obtained without resorting to the Doppler shift, by knowing the distance between two fringes and the measurement of the time that takes for a particle to travel this distance. This is the reason for some researchers to drop the term Doppler from LDV or LDA and to call it simply LV or laser anemometry.

Unfortunately, extending the techniques that have been used so successfully to measure the Doppler shift in LDV to extract the velocity of the light-scattering particles in the flow and, thus, the velocity of the flow from its point measurement status to planar measurement is not feasible. Therefore, DGV or PDV, which is a new class of velocity measurement technique that measures the Doppler shift using a molecular filter, was originally proposed by Komine et al. and Meyer and Komine and has been developed over the past several years. First, an overview of the PDV technique will be provided, then its main components will be discussed.

Overview of PDV

Figure 2 represents a typical simple PDV system in which the laser light shown in Fig. 1 is formed into a sheet and a nonpolarizing beam splitter is used to split the scattered light into two beams. Then both beams are focused onto a single camera, after passing one of the beams through a molecular filter. The idea of putting both the filtered and unfiltered signal in a single detector, thus reducing the number of detectors by half, is a recent welcome development in the PDV technique. In this setup, when the intensity of the filtered light is normalized with the intensity of the unfiltered light, the Doppler shift in the scatter light, or the component of flow velocity at (s - o) direction with a magnitude of (s - o) x V / i, is obtained by knowing the transmission function of the molecular filter. Normalizing the filtered signal by the unfiltered signal removes the effects due to particle size distribution, particle number density distributions, optical effects, etc.

Figure 3 shows a schematic of a molecular filter profile that makes this measurement possible. The laser frequency is tuned so that its frequency is, in general, in the midpoint of the transition edge in between the maximum absorption and maximum transmission of the filter. With this arrangement, the molecular filter transmission is directly related to the Doppler shift or the flow velocity component in the (s - o) direction. With the Lorentz or pressure broadening technique, the slope of the transitional edges of the filter can be tailored to the dynamic range of expected velocity in the flow. Obviously, to measure all three components of velocity, one must have a setup with three detectors that observe the scattering from three different directions. Again, this is similar to an LDV system in which a pair of laser beams and a detector are used for each component of the velocity vector. Issues associated with different components will be discussed, starting with the molecular filter.

Molecular Absorption Filter

In the PDV measurements, one is interested in measuring the Doppler shift of light scattered by the particles/molecules in the flow on the intersection plane of a laser sheet and the flowfield of interest. Molecular filters that possess features with a sharp edge and a smooth transition between their minimum and maximum transmission are very attractive for Doppler shift measurements. Shimizu et al. were the first to discuss the use of an atomic or a molecular filter for frequency discrimination in atmospheric measurements using light detection and ranging technique. In fact, Shimizu et al.
used an iodine molecular filter to remove the narrow linewidth scattering from aerosol to recover the Rayleigh scattering signal, which has a temperature-dependent line shape, from air molecules. Komine et al.\textsuperscript{7} and Meyer and Komine\textsuperscript{8} used an iodine molecular filter for velocity measurement in the DGV technique. Around the same time, Miles and Lempert\textsuperscript{54} and Miles et al.\textsuperscript{55,56} used an I\textsubscript{2} molecular filter with Rayleigh scattering to demonstrate the feasibility of measuring mean velocity, density, and temperature in high-speed flows. This was followed by some more work on the further understanding of iodine filter characteristics,\textsuperscript{57-58} the development of other molecular or atomic filters,\textsuperscript{59-62} the use of molecular filters with either Rayleigh or Mie scattering for background suppression in high-speed flow visualizations,\textsuperscript{63-66} and the simultaneous, single-point measurements of velocity, density, and temperature in high-speed flows.\textsuperscript{66,67}

The most widely used molecular filter to date is the I\textsubscript{2} filter. This filter has several attractive characteristics. It has strong absorption features in the visible range, especially around the second harmonic (532 nm) of the widely available and used Nd:YAG laser. Several of these features have strong absorption followed by a nearly full transmission, with a sharp smoothly and monotonically varying edge in between, over a frequency range of 1 GHz. This is ideal for fluid dynamics measurements. Forkey\textsuperscript{68} has discussed these issues in detail and has provided a computational model and an accompanying computer code to calculate the absorption profiles of iodine in the visible light range, to identify the spectrally isolated lines, and to determine their sensitivity and dependence on the filter cell vapor pressure. Figure 4 shows the predicted absorption profiles using Forkey’s code around 532 nm and within the tuning range of a typical Nd:YAG laser for a filter cell of 10 cm length \( L \), the cell temperature \( T_{\text{cell}} \) of 85°C, and the iodine partial pressure in the cell, \( P_{\text{I}_2} \), of 0.46 torr. To calculate the iodine absorption profiles, Forkey used only the transitions from X to B, but ignored the background absorption due to the X(\( ^1\Sigma^+ \)) to \( ^1\Pi_u \) transitions. Therefore, his model correctly predicts the location, shape, and strength of the discrete absorption features, but overpredicts the maximum transmission and underpredicts the maximum absorption. Because the absorption profile used in the PDV technique is obtained experimentally, Forkey’s code provides an excellent guide in the selection of the absorption lines, as well as a tool for a quick check of the experimental profiles. Figure 5 is a portion of Fig. 4 focused around a line (18,788.45 cm\(^{-1} \)) that is well-isolated on one side and has widely been used in the PDV applications.

Figure 6 shows a schematic of a molecular filter that is a cylindrical glass cell that contains the molecule of interest, mainly iodine, in vapor form. The diameter and the length of the cell are on the order

Fig. 4 Theoretical iodine absorption band around 18,788.45-cm\(^{-1} \) line used in the PDV technique.

Fig. 5 Two theoretical iodine absorption lines in the vicinity of the second harmonic of the Nd:YAG (532-nm) line.
Figure 6 Schematic of an iodine filter used in PDV.

Figure 7 Experimental Doppler-broadened filter profiles for different side arm temperatures.

of several centimeters. The cell is capped by optical quality glass windows at both ends. Three main features of the cell include 1) a vacuum port to evacuate the cell, and also to introduce a foreign inert gas into the cell in the case of a Lorentz-broadened filter, 2) a side arm with a stopcock valve and wrapped around with a water jacket to control the iodine partial pressure in the cell, and 3) a cold finger to crystallize the iodine content of the cell in the case of the pressure-broadened filter, in the filter preparation phase. The cell is wrapped with a heat tape to keep the cell temperature high enough (on the order of 100°C) to ensure that the iodine vapor in the cell would not crystalize in contact with the cell walls and, especially, the cell windows. The filter profile is sensitive to the side arm temperature that controls the iodine partial pressure. In Fig. 6, the stopcock valve just above the side arm water jacket is closed after the filter has been prepared to trap all of the excess iodine in the side arm and the desired amount of iodine in the cell. Using this type of cell, Forkey and Clancy have shown that the filter profiles are insensitive to the cell temperature. However, if the excess iodine is not trapped in the side arm, the side arm temperature must be tightly controlled.

Doppler-broadened filters. The profile in this kind of filter is controlled by the partial pressure of iodine in the cell and the length of the cell. Figure 7 shows the experimental filter profiles for the absorption line between 18,788.3 and 18,788.5 cm⁻¹ (see Figs. 4 and 5) for several side arm temperatures and for a filter length of 10 cm and a cell temperature of 85°C. The side arm temperature $T_{I_2}$ of the cell determines the iodine partial pressure in the cell. Equation (2) gives the relation between $T_{I_2}$ and the iodine partial pressure in the cell, $P_{I_2}$ (Refs. 54 and 70):

$$\log_{10}(P_{I_2}) = 9.75715 - \frac{2867.028}{254.180 + T_{I_2}}$$  \hspace{1cm} (2)$$

The pressure and temperature in Eq. (2) are in torr and degrees Celsius, respectively. The iodine vapor pressure changes from 0.3 to 3.0 torr for the side arm temperatures given in Fig. 7. To set the iodine partial pressure in the cell, the cell is purged with an inert gas, such as nitrogen, to remove any moisture that might be present in the air and chemically react with the iodine, and then some iodine crystals are placed in the cell. Finally, the cell is evacuated to a low pressure (~0.1 torr), and the temperature of the side arm, $T_{I_2}$, the coldest point of the cell, is established by running temperature controlled water through the water jacket. The water jacket temperature determines the side arm temperature and thus the partial pressure of the iodine in the cell according to Eq. (2). At equilibrium, the stopcock valve on the side arm is closed to trap the remaining iodine crystals. This fixes the iodine partial pressure and, thus, the filter profile. As shown in Fig. 7, the filter profile is sensitive to the side arm temperature or the iodine vapor pressure. Therefore, any temperature changes, in the absence of the stopcock valve or a tight control of the side arm temperature, will change the filter profile and, thus, will result in erroneous velocity measurements.

Doppler-broadened filters are ideal for the background removal or suppression in flow visualization applications in a wind tunnel, where the signal from the flow is overwhelmed by the background scattering from wind-tunnel walls and windows and the test model surfaces. In such a case, the laser is tuned to the end of the maximum absorption and the beginning of the transition toward the maximum transmission in order to remove the strong zero Doppler-shifted background signal. The sharp transition in such a filter allows the transmission of a much weaker signal from the scatterers in the flow, due to its Doppler shift, even though it might be small. However, when such a filter is used in the PDV technique, it limits the dynamic range of the velocity that can be measured in a high-speed, highly turbulent flow in which even flow reversal might be encountered.

Iodine filters with the minimum transmission level as low as $10^{-3}$ are called optically thick profiles. In fact, Seasholtz and Bugge have shown that this minimum transmission level could be even lower by proper treatment of the Nd:YAG laser frequency around the 532-nm wavelength. By the increase of $T_{I_2}$ beyond 60°C or by the choice of some other absorption features, the minimum transmission could be raised significantly. Such filters are called optically thin filters, which have more gradual transmission slope between the minimum and maximum transmission and have been used by some researchers, due to their simplicity. Note that by switching from the optically thick filter to the optically thin filter, the slope of the transitional region of the filter between the minimum and maximum transmission is reduced without any gain in the dynamic range of the velocity that can be measured. The dynamic range of the velocity that can be measured with PDV using optically thin filters can be increased, to some degree, by the use of cell conditions that optimize the filter sensitivity. However, for a substantial increase in the dynamic range, an optically thick filter that is pressure broadened must be used. These filters will be discussed next.

Lorentz- or pressure-broadened filters. The Doppler-broadened filters that were just discussed have a very sharp transition between the maximum absorption and the maximum transmission. To increase the dynamic range of the velocity that can be measured by PDV, Elliott et al. used a Lorentz- or pressure-broadened filter. In such a filter, the addition of an inert gas such as nitrogen into the filter cell causes the collision of nitrogen and iodine molecules, which changes the profile of the filter in such a way that the transition between the maximum absorption and transmission is much more gradual. The slope of this transition can be changed by changing the number density of nitrogen in the filter cell, thus enabling the experimenter to tailor the filter to the dynamic range of the velocity of interest. Figure 8 shows the experimental filter profiles for the absorption line between 18,788.3 and 18,788.5 cm⁻¹ (see
Fig. 8 Experimental pressure-broadened filter profiles for different nitrogen partial pressures.

Figs. 4 and 5) for nitrogen partial pressure from 0 to 110 torr, for $T_{12} = 30 \pm 3^\circ$C, $T_{cell} = 85 \pm 5^\circ$C, and $L = 10$ cm (Refs. 9 and 10). As can be seen, the dynamic range of the velocity that can be measured using a pressure-broadened filter can be increased by a factor of over five. Obviously, the increased dynamic range comes at the price of a reduced sensitivity to Doppler shift. To add nitrogen to a temperature-broadened filter, the cold finger is immersed in an acetone–dry ice slurry to drive all of the iodine vapor to the crystalline state. Then, nitrogen is added via the vacuum port. After the introduction of an appropriate level of nitrogen, the vacuum port is sealed, the acetone–dry ice slurry is removed from the cold finger, and the filter is allowed to return to its equilibrium state.

**Light Source**

In the PDV technique, the Doppler shift of light scattered by the particles in the flow is measured with respect to the frequency of the laser. Some of the central characteristics of the light source for the PDV application are 1) it must have a narrow linewidth, 2) it must be tunable on the order of several gigahertz, and 3) it must operate in the frequency range that is convenient for the use of iodine filters and charge-coupled device (CCD) cameras. In addition, the laser must be readily available, economical, and robust. Both the Nd:YAG laser and the argon laser meet these criteria. Even though both the second harmonic (532 nm) of the Nd:YAG and the green line (514.5 nm) of the argon laser have been used with PDV, the discussion will focus on the Nd:YAG laser. The main interest in the PDV technique is in its capability for planar multiple-component, instantaneous velocity measurements, which are only possible by using a pulsed Nd:YAG laser. For those interested in the argon laser used in PDV and, hence, time-averaged velocity measurements, there are several publications.8,25,29,71

The standard YAG lasers operating at 532 nm have a linewidth on the order of at least several gigahertz, which is too wide for the PDV application in which the molecular filter edge frequency span is less than 1 GHz. However, using a continuous wave YAG laser with a very narrow linewidth (approximately kilohertz) as an injection seeder, the linewidth of the pulsed YAG lasers can be narrowed down to approximately 100 MHz, which is adequate for the PDV application. The addition of an injection seeder also provides tunability in the range of several gigahertz to these lasers. Unfortunately, it is known that these lasers have a long-term drift and also pulse-to-pulse variations in both frequency and power. The variation in the laser power is removed when the filtered signal is normalized with the unfiltered signal; therefore, it does not pose a problem. The problem with the frequency drift and fluctuations can be remedied experimentally by taking a very small portion of the laser beam, splitting it into two, then focusing the parts onto two fast-response photodetectors after passing one of the beams through another iodine filter.13–22 With this simple system, one can monitor the changes in the laser frequency and incorporate them into the Doppler shift calculations. It has been shown that, with a system similar to the one just described, that uses fast photodetectors of better than 1-ns response time and an integrator, one can measure the laser frequency variations within 2 MHz.

When a laser sheet is formed, another area of concern is how consistent the light frequency across the laser sheet is. Obviously, any variations in the frequency across the laser sheet would contribute to the error in the velocity measurements. Forkey et al.57 noticed a frequency variations of about 100 MHz across the laser beam. The source of this variation is not clear. However, Clancy et al.69,70 showed that when they used only the middle portion of the sheet (approximately 60%), the variation of the frequency across the sheet dropped to about 4 MHz.

**Absorption Filter Spectral Transmission Function**

The absorption filters and the Nd:YAG laser used in the PDV technique have been discussed. After the preparation of a filter, the actual transmission profile of the filter must be obtained before experimental data can be taken. The process involves 1) setting up the laser sheet and cameras for the actual experiment (Figs. 2 and 9), 2) placing a glass container that contains particles such as powdered milk dissolved in water in the test section of the experiment,15,17,19 3) passing the laser sheet through the glass container, 4) collecting the scattered light by each camera (both filtered and unfiltered images), and 5) tuning the laser over the frequency range of interest, which covers the transition region of a line from maximum absorption to maximum transmission, about a gigahertz for a Doppler-broadened filter and could be a few gigahertz for a Lorentz-broadened filter. The profile obtained by plotting the ratio of the filtered image intensity $I$ to the unfiltered image intensity $I_0$, at each frequency, defines the spectral transmission function of the given filter. Such function is obtained for all of the filter. For a given $I/I_0$ in the actual experiment, the transmission function gives the Doppler shift, and Eq. (1) gives the component of velocity in the $(s-o)$ direction.

**PDV Configurations**

In measuring the Doppler shift in the scattered light frequency, the scattered light is divided into two approximately equal intensity beams that are then focused side-by-side onto a single camera: one image directly and the other image after passing through an absorption filter (see Fig. 2). Normalizing the filtered image with the unfiltered image removes the effects of particle size and number density distributions, the fluctuations in the laser power from pulse-to-pulse, the optical effects, and the potential laser light polarization effects in the beam splitter used in this system. The main optical effects include the variations of CCD camera pixel gain, the spatial variations in transmission of the light collection optics and camera lens, and the transmission differences in the filtered and unfiltered path. To obtain both filtered and unfiltered images, initially, the scattered light at an angle was either divided by a beam splitter then put onto two separate cameras7,8 or was directly received by two cameras9–12 In either case, a molecular filter was located in front of one of the cameras to obtain the filtered image. Lately, a splitter system has been used, as shown in Fig. 2, in which the scattered light at an angle is split in two by a beam splitter; after passing one of the beams through an absorption filter, the beams are focused side-by-side onto a single camera.13–19 In addition to making the PDV system more compact and robust, this system makes the technique more economical by reducing the number of cameras from six to three for three-component measurements.

Figure 2 is a schematic of a PDV system to measure the Doppler shift. However, the purpose of the PDV technique is to obtain the velocity of the flow, not the Doppler shift. With the arrangement in Fig. 2, using the measured Doppler shift and Eq. (1), only the component of the flow velocity in the $(s-o)$ direction with a magnitude of $|v_s - v_o|$ is obtained. One can obviously arrange to obtain a single component of the velocity in a given desirable direction by a setup similar to the one shown in Fig. 2. However, to obtain all three components of velocity, one has to either bring the laser sheet from three different directions or to observe the scattering from three different directions. The latter option is much simpler for three-component measurements and has recently been used by Clancy et al.18,19 However, the first option has also been used recently for three-component mean velocity measurements in a low-speed flow by Roehl et al.31

Figure 9 is a typical PDV setup for three-component velocity measurements. In this configuration, the bulk flow is in the $x$ direction.
Fig. 9 Schematic of a three-camera-based, three-component PDV system.

Image Registration and Matching

In the PDV technique, there are two pixel-by-pixel image matching steps: The first one is in the calculation of the Doppler shift for each viewing angle shown in Fig. 9, and the second one is in the calculation of the velocity components from these Doppler shifts. The Doppler shift for each observation angle \( \Delta f_d \) is calculated using Eq. (1).

\[ \Delta f_d = \left[ V_x \cos(\alpha) + V_y \sin(\alpha) + V_z \right] / \lambda \]  

(3)

The equations to calculate the velocity components from the three Doppler shifts for a configuration similar to the one shown in Fig. 9 are

\[ \Delta f_{d1} = [V_x \cos(\beta) + V_y \sin(\beta) + V_z] / \lambda \]  

(4)

\[ \Delta f_{d2} = [V_x \cos(\gamma) + V_y \sin(\gamma) + V_z] / \lambda \]  

(5)

In these equations, \( \alpha, \beta, \) and \( \gamma \) are the angles that the observation unit vectors \( s_1, s_2, \) and \( s_3 \) make with the \( x \) axis, respectively. Initially, two cameras were used to record a pair of filtered and unfiltered images. \(^7^\)–\(^1^2\) Lately, a system has been used (Fig. 2) that records both filtered and unfiltered images side-by-side on a single camera. \(^1^3\)–\(^1^9\)

In either setup, the filtered images must be normalized pixel-by-pixel by the unfiltered image to obtain the Doppler shift. Smith et al., \(^1^5\) Smith, \(^1^6\) and Clancy et al. \(^1^8, 1^9\) have shown that this pixel-to-pixel matching plays an important role in the accuracy of PDV, and the process must be carried out to subpixel precision for accurate velocity measurements. In a recent work, Arnette et al. \(^2^3\) showed that one could potentially eliminate the problems associated with this image registration by using a two-color illumination and a color camera scheme. For this purpose, they used 532- and 618-nm lines from a Nd:YAG laser and a YAG pumped dye laser and an iodine filter in resonant interaction with the 532-nm line. More work is required to delineate various issues in using color cameras for PDV.

After measuring all three components of the Doppler shift \( (\Delta f_{d1}, \Delta f_{d2}, \) and \( \Delta f_{d3}) \) by using a setup such as the one shown in Fig. 9, Eqs. (3–5) must be solved simultaneously to determine all three components of the velocity \( (V_x, V_y, \) and \( V_z) \). Obviously, the normalized images must be matched pixel-to-pixel among all three cameras.

To obtain an accurate pixel matching, the image of either a grid of white dots on a black background (when cameras are located on one side of the grid plane) or on a transparent background (when cameras are located on both sides of the grid plane) located at the measurement plane (the cross section of the laser sheet and the flow) has been used. \(^1^5, 1^6, 2^5–2^7, 3^0, 3^1\) Clancy et al. \(^1^8, 1^9\) obtained the image of...
the grid under normal room lighting and used it as a reference image. They first determined the centroid of each dot on both filtered and unfiltered images, then used the necessary shifts in two dimensions to match the dots. Finally, they used these shifts to calculate the nongrid points using a two-dimensional bilinear interpolation. This technique was used to first match the filtered and unfiltered images in the Doppler shift calculations, then to match the pixels in all two or three cameras for velocity calculations.

When a filtered image is normalized with its counterpart unfiltered image, one expects this process to remove the light intensity variations in the filtered image caused by anything other than the Doppler shift. The hidden assumption here is that all of the optics used to split the scattering signal are put onto two different cameras or a different part of a camera and this does not affect the images and their variations on two different cameras. Depending on the setup, this assumption could obviously introduce major errors in the PDV measurements if it is not properly treated. To ensure that all of these potential light intensity variations are removed, a calibration is performed. It is found that the best procedure for calibration is to use the exact setup that is used in flow measurement, except the laser is tuned for the maximum transmission.

Then several laser power levels are used to obtain filtered and unfiltered images or filtered and unfiltered images taken. Because the filter is ineffective in this setup and because the optical effects are linear, Clancy et al. showed that one obtains a linear relation between the filtered and unfiltered intensities. The slope of this line is used in the normalization process to remove all of the optical effects of the setup.

Scattering Particles

PDV, similar to LDV and PIV, is a particle-based velocimetry technique. There are several issues associated with the seed particles in these techniques. These issues are 1) the availability, environmental impact, cost, generation, and introduction of particles into the flow; 2) the optical biases; 3) the particles' response to the dynamics of the flow; and 4) the spatial resolution. These issues will be briefly discussed. Obviously, the seed particles must be readily available, and they must be environmentally benign. They also must be economical and easy to produce and to introduce into the flow. These are common issues in all three techniques and have received considerable attention over the past two decades. In LDV and PIV applications, polydispersed (nonuniform distribution of size) particles of various kinds have been used. For example, liquid particles such as vegetable oil and silicone oil have been atomized and used. Solid particles such as alumina have been directly introduced into the flow, particles such as titanium dioxide have been generated by mixing of titanium tetrachloride vapor and moist air in the flow, or particles have been generated by combustion processes, just to name a few. Also monodispersed (uniform distribution of size) particles such polystyrene latex suspended in a volatile liquid have been used. When solid particles are used, their uniform dispersion is a challenging task. There are some recent promising developments in this area.

Most of the issues discussed are common among PDV, PIV, and LDV techniques. However, both PIV and LDV have constraints in terms of the upper limit for the number density of the particles in the flow. The particles in between two successive images in PIV must be correlated. This puts certain restrictions on the number density of particles used so that the individual particles are resolved on the CCD. In LDV, fringe crossing of more than one particle at a time causes problem with the detection system. This problem also restricts the number density of particles. On the other hand, there is no such restriction on the particle number density in PDV. Note that with a high particle number density, one can use much smaller particles because the signal received by a detector from particles in the measurement volume is accumulative. Therefore, smaller particles with high particle number density could be used with the PDV technique. This makes PDV superior in terms of particle flow dynamics fidelity and also in achieving higher spatial resolution.

Generating smaller particles in large quantity is obviously much more challenging. Various kinds of particles have been used with PDV. One of the techniques that can generate very small particles (~50–100 nm in diameter) of almost continuous phase is generating particles by vaporization/condensation processes, which has been carried out in high-speed flows. This technique is not suitable in low-speed and high-temperature applications. Therefore, techniques such as those recently developed by Wernet and Wernet and Smith, for example, could be used to disperse solid particles of a fraction of a micron in diameter in such cases.

There are statistical uncertainties and biases associated with techniques such as LDV, PIV, and PDV. One of the most obvious statistical uncertainties are those associated with the image sample size that can easily be overcome. For example, Clancy et al. showed that by using about 150 images, the statistical uncertainties in the mean velocity was relatively small. However, the sample size must be much higher to reduce the statistical uncertainties. For higher-order statistics, obviously, the number of images required for statistics to converge would be even higher. On the other hand, there are statistical biases that are not well understood, and there does not seem to be an effective way to treat them. One such bias, which is common in all seed particle scatterer-based techniques such as LDV, PIV, and PDV, is the bias due to the nonuniform seeding. One can easily understand this bias by looking at the application of one of these techniques in a two-stream flow where only the high-speed stream is seeded, that is, one that has a seed particle located in the mixing region of the flow. Because only the high-speed stream is seeded and because the measurements are from the seed particles, then if a particle carrying structure that was originated in the high-speed stream is located in the mixing region at the time of measurement, the velocities associated with that structure will be imaged. These velocities, of the flow elements coming from the high-speed side, will be much more energetic and dynamic. On the other hand, if a structure that was originated from the low-speed stream is located in the mixing region at the time of the measurement, the velocities associated with that structure, which most probably are lower and less dynamic, will not be imaged because the structure does not contain seed particles. If one uses a number of these images to obtain statistical information, the data will be biased toward the characteristics of the high-speed flow. As was mentioned, this is not a well-understood bias, and there is no treatment for it other than making an attempt to have uniform particle number density in all regions of the flow.

Another problem common to all of the seed-particle-based optical diagnostics is that the seed particles have inertia that would influence their flow tracking. Obviously, this problem is more acute in high-speed flows, which possess higher frequency fluctuations. The Stokes number of the particles in the flow determines the range of turbulence fluctuation frequencies in the flow that the particles would be able to respond to. The Stokes number St is defined as the ratio of the particle aerodynamic response time ($t_p = \rho_p d_p^2/\mu$) to the flow timescale $t_f$, that is, $St = t_p/t_f$, where $\rho_p$ is the particle density, $d_p$ is the particle diameter, and $\mu$ is the viscosity of the fluid. Samimy and Lele have shown that in free shear flows, for example, the Stokes number of the particles used for flow diagnostics must be smaller than 0.05 for the particles to follow energy containing large turbulence structures in the flow. For the particles to follow smaller scale structures, the Stokes number must be much smaller than 0.05. The key issue here is that for a given particle and flow combination, the Stokes number is proportional to the square of the particle diameter. By decreasing particle diameter from 0.5 to 0.05 μm (50 nm), for example, the Stokes number drops by two orders of magnitude. Another issue is the response of particles to steep gradients in the flow. This issue has been investigated by passing particles through a steep but known gradient, such as one setup by a shock wave. It has been shown that the distance for a particle to relax back to the flow velocity changes asymptotically with particle diameter. From this argument, it is clear that PDV, which can use smaller particles, has an advantage over PIV, especially in high-speed turbulent flows in which the dynamic range of turbulence fluctuations frequency is very high.

The last issue concerning the seed particles is their effect on the spatial resolution of the measurements. The PIV technique relies on the particle transit time in between two successive images to measure the particle velocity. One has to compromise between the spatial
resolution of the measurement, which demands very short particle travel in between two images, and the accuracy of the measurement of the distance, which requires larger travel distance in between images, for improved accuracy. This problem becomes more acute in three-component velocity measurements using PIV. Obviously, this issue is related to the nature of the technique and not on the seed particles. On the other hand, PDV is based on the Doppler shift of the scatter light from a single laser pulse. Therefore, it offers a higher spatial resolution. As was discussed earlier, PIV has to use larger particles with lower particle number density, in comparison with PDV. Similar to the number of grid points in the numerical simulation that determines the extent of the turbulence scales that a simulation can capture, the much larger number density of particles used in PDV directly translates into the higher spatial resolution for PDV.

Spatial Resolution

As was discussed in the Introduction, for a laboratory-scale 25-mm-diam supersonic jet of Reynolds number $10^7$ and increasing $f_{v_0}$, $l_D$ is the focal length of the focusing lens. Diffraction will also cause the focused light sheet to diverge away from the minimum waist thickness $e_0$. Therefore, the out-of-plane spatial resolution of the technique would be limited to the maximum laser sheet thickness of 65 $\mu$m. For a typical pulsed Nd:YAG laser, $\lambda$ is 532 nm and $D_{s2}$ is approximately 8 mm. Equations (7) and (8) give $t = 46 \mu$m and $f_{s1} = 34.6$ cm.

In the field of view of $2\xi \times 2\xi$, the laser sheet thickness would increase from $t$ (at the beam waist) to 1.4$t$ toward the edges of the sheet. This obviously would limit the out-of-plane resolution of the technique. From Eqs. (7) and (8), it is obvious that decreasing $f_{s1}$ and increasing $D_{s2}$ would improve the spatial resolution, but would also decrease the field of view. Therefore, for a given case with specified constraints, one can optimize the system for spatial resolution.

Let us assume that the PDV resolution is diffraction limited. We will show shortly that this is probably the case. For PDV to be able to measure the largest turbulence scale in the jet flow as discussed earlier, the extent of the laser sheet must be at least the same as the largest turbulence scale (25 mm), which gives $\xi = 12.5$ mm. For a typical pulsed Nd:YAG laser, $\lambda$ is 532 nm and $D_{s2}$ is approximately 8 mm. Equations (7) and (8) give $t = 46 \mu$m and $f_{s1} = 34.6$ cm. Therefore, the minimum and maximum laser sheet thickness would be 46 and 65 $\mu$m. Therefore, the out-of-plane spatial resolution of the technique would be limited to the maximum laser sheet thickness of 65 $\mu$m within the field of view. If we take $f_{s1} = 50$ cm and $D_{s1} = 5$ cm, Eq. (6) gives a minimum resolution of the optical system of approximately 6.5 $\mu$m. However, assuming we use a 1000 $\times$ 1000 pixel CCD camera to image the 25 $\times$ 25 mm field of view, then the limiting in-plane spatial resolution on the CCD is 25 $\mu$m, which is approximately the size of a pixel in a standard scientific-grade CCD camera. Therefore, the laser sheet thickness establishes the minimum turbulence scale that can be measured in this given facility, which is between 46 and 65 $\mu$m, if the technique is diffraction limited.

As will be discussed in detail later, the speckle noise could affect the spatial resolution of PDV. This stems from the use of a coherent light in PDV. When coherent light is scattered by a nonuniform distribution of particles, the detector receives light of nonuniform phase that interferes with itself and forms speckle noise that is superimposed on the image. Depending on the speckle noise level, a PDV image could appear grainy. Using a small $f$-number lens and/or a CCD array with large pixel size could reduce the speckle noise. McKenzie has shown that binning of several adjacent pixels is necessary to overcome sampling errors that are inherent in the normalizing of CCD array images. The out-of-plane spatial resolution of diffraction limited PDV, calculated earlier, is approximately the size of 3 pixels in a CCD camera. It looks as if binning of several adjacent pixels would take care of the speckle noise and sampling error; it would also keep the spatial resolution within the diffraction limit.

As was discussed, the CCD imaging resolution for a 1000 $\times$ 1000 pixel sensor was 25 $\mu$m, which when binned together in a 3 $\times$ 3 area produces a limiting spatial resolution of approximately 75 $\mu$m. The resolution could be higher or lower depending on the application.

The theoretical spatial resolution of PDV determined earlier could be reduced to some degree due to the nature of the technique, in which at least one of the cameras must view the measurement volume in an oblique angle (Fig. 9). The oblique view results in perspective distortion in the recorded image. Although calibration grids and image warping are used to remove the perspective distortion, the raw image data are still recorded with this distortion. The main effect of the perspective distortion is the change in magnification and the concomitant change in spatial resolution across the image plane. To first order, the magnification $M$ in an oblique viewing system is

$$M = \frac{\xi_l}{(\xi_i + \chi \sin \phi)}$$

where $\xi_l$ is the distance from the imaging lens to the CCD detector, $\xi_i$ is the distance from the measurement plane to the lens, $\phi$ is the angle between the camera and the normal to the illumination plane, and $\chi$ is the coordinate on the measurement plane with its origin centered at the center of the plane. Hence, it can be seen that the magnification of the optical system could be smaller for positive values of $\chi$ (moving away from the camera system) and that the magnification is larger for negative values of $\chi$ (moving closer to the camera system). The variation in magnification is also dependent on the viewing angle, decreasing for larger viewing angles. The portion of the image closest to the camera has the largest magnification and spans the full height of the CCD sensor. However, the portion of the image farthest from the camera has the smallest magnification and does not span the full height of the sensor. This could degrade the spatial resolution of the PDV measurements. The relative distance between the camera and the measurement plane is also important. For $\xi_l \gg \chi$, which is the case in general, the magnification will be nearly uniform. For example, the horizontal variation in vertical magnification for the 25-mm measurement plane discussed earlier (\$\chi\$ ranging from $-12.5$ to $+12.5$ mm), imaged at a distance of $\xi_i = 346$ mm, lens to camera distance of $\xi_l = 50$ mm, and a viewing angle of 30 deg yields a 3.6% variation in the magnification factor $M$. Hence, at one end of the CCD sensor, the image spans all of the pixels, whereas at the other end, the image spans only 96.4% of the pixels. Obviously, the oblique viewing does not cause a major problem in this example. However, the perspective distortion from one or more cameras with oblique views in a three-component PDV system should be checked and accounted for and could reduce the overall spatial resolution of PDV.
Sample PDV Results

High-speed flow measurements using PDV or DGV have been made in several laboratories in recent years. The flows include mixing layers, boundary layers, jets, and transverse jet in a crossflow. To show the capabilities of PDV in high-speed flows, some sample results in a supersonic jet obtained in the laboratory of the first author of this paper using a three-component PDV will be presented. Figure 10 shows the mean velocity vectors for a Mach 2 freejet, with an exit diameter of 19 mm and the Reynolds number of $2.1 \times 10^6$, from approximately 5.7 to 7.3 jet diameters downstream of the exit. The jet was fully expanded with a stagnation temperature of approximately 280 K. The results include only the $x$ (the flow direction) and $z$ components of the velocity. These measurements were obtained by using a split image system for each velocity component and three intensified CCD (ICCD) cameras for three-component measurements. The setup is similar to the schematic shown in Fig. 9 with the laser sheet oriented in the streamwise direction ($x$–$z$ plane) and contains the centerline of the jet. The angles for the three detectors with respect to the $x$ direction (the angles that $s_1$, $s_2$, and $s_3$ make with $x$) were 63, 121, and $-90$ deg. The mean velocities and the turbulence intensities were calculated based on 251 images. Approximately half of the velocity vectors have been dropped to avoid the cluttering of Fig. 10. The results shown in Fig. 10 unquestionably indicate the planar capabilities of PDV, the extent of the detailed information it can provide, and typical dynamic range of velocity obtainable that spans from very low velocities in the mixing region to about 480 m/s at the center of the jet.

To determine the accuracy of the PDV results, they were compared with the results from a two-component LDV obtained in the same facility. Figures 11 and 12 show comparison of LDV and PDV results for both the mean velocities and the turbulence intensities at one $x$ location, six jet diameters downstream of the jet exit. All of the mean velocities and turbulence intensities are normalized with the jet centerline velocity of approximately 480 m/s. The results show good agreement between PDV and LDV mean velocity and fair agreement between turbulence intensity results. The laser frequency fluctuations and methods to monitor them in the PDV measurements were discussed earlier. The results in Figs. 11 and 12 show how the monitoring of the laser frequency fluctuations and their incorporation into the calculations significantly affect the $z$ component of the velocity but not the $x$ component or the turbulence intensities. The reason for this is that the random fluctuations in the laser frequency average out in the calculation of the turbulence intensities. The on the other hand, the mean velocities are obtained by using Eqs. (3–5), where the nature of the equations depends on the setup. Some velocity components are obtained by subtracting two Doppler shift components (such as the $x$ and $y$ component in this case). If there are any laser fluctuations from pulse-to-pulse, they affect both components in the same fashion, and thus, the effect nearly cancels out.

Earlier it was discussed, under the subheading “Image Registration and Matching,” that the filtered and unfiltered images (Fig. 2) and also images among the cameras (Fig. 9) must be matched pixel-by-pixel. Figure 13, for example, shows how, in a two-component PDV system used in a Mach 2 fully expanded axisymmetric jet at six jet diameters downstream of the exit, changing the matching accuracy from a subpixel (Fig. 13a) to pixel (Fig. 13b) adversely affects the results.

Figure 14 shows the streamwise ($x$ component) mean velocity map and both an instantaneous and the mean cross-stream velocity vectors ($y$ and $z$ components) at the jet cross section located three jet diameters downstream of the jet exit. The intensity to velocity conversion scale in Fig. 14a is in meters per second. The flow was an underexpanded jet from a converging nozzle with a jet Mach number.
of 2 and with a single vortex generating tab attached to the nozzle exit. The jet Mach number corresponds to a Mach number had the jet isentropically expanded to the ambient pressure. This kind of tab has been used to generate strong streamwise vortices in order to passively control the jet mixing and noise characteristics.

Again, the measurements were obtained by using a split image system that uses three ICCD cameras for three-component measurements. The setup is similar to the schematic shown in Fig. 9 with the laser sheet oriented normal to the streamwise direction of the jet (on the y–z plane). The angles for the three detectors with respect to the x direction were 32, 129, and −37 deg. Approximately 140 images were used to calculate the mean velocities.

In these experiments, the seed particles were generated when the moist ambient air was mixed with the cold and dry jet air. Therefore, the measurements were obtained only in the mixing region of the jet. Again the dynamic range of measured velocities is from very small velocities to about 500 m/s. The instantaneous (9-ns exposure time) image (Fig. 14b) shows a very intricate flow pattern that contains eddies of various sizes. These results show the capability of PDV for simultaneous instantaneous measurements of all three components of velocity on a plane normal to the bulk mean flow direction. Whereas similar measurements could potentially be obtained using PIV in low speed, the spatial resolution of the measurements would be much lower.

In Fig. 14c, annotated vectors identify three sets of vortices. The existence of these vortices has been reported in low-speed flows, but their existence has only been hypothesized in supersonic flows. The first pair of vortices (HN and HP) are the horseshoe vortices generated by wrapping of the boundary-layer vorticity in front of the tab around the tab. The second pair of vortices (UN and UP) are the vortices that are most probably shed from the sides of the tab. Finally, the third pair of vortices (PN and PP), which is the most dominant pair, are the vortices that are generated due to the surface pressure gradient setup in front of the tab. These are the first direct measurements of these vortices in such a complex flowfield and an attest to the capabilities of the PDV technique. Details of these measurements can be found in Refs. 69 and 88.

State of the PDV Technique

The PDV technique is only several years old, but from what has been discussed so far, it is apparent that the technique has been developed into a capable velocimetry technique and that it holds
great promise to provide detailed and accurate measurements, especially in high-speed flows where such measurements are desperately needed. Currently, only several groups in the United States and around the globe are actively pursuing the development of this technique. Even with limited time and activity levels, PDV has been developed into a powerful technique that can provide relatively accurate three-component velocity results in high-speed flows. With this kind of success, more researchers will adopt the technique and will work on the areas of concern to make the technique more accurate, robust, user friendly, and economical. Rather than presenting uncertainties and errors associated with the PDV technique, several areas that are in need of further understanding and improvement will be discussed. Detailed uncertainty analyses can be found in the earlier cited references.

As was discussed earlier, there are several areas in the PDV technique that are in need of further improvement and advancement, only three of which need major improvement for the technique to strive and to become widely used in the laboratories. These areas are 1) laser power fluctuations and drift, 2) image registration and its associated issues, and 3) the speckle noise. Each one of these will briefly be discussed.

**Laser Power Fluctuations**

The laser power fluctuations and drift were discussed earlier. A simple system that consists of two fast-response diodes and an additional iodine flow can easily be used to monitor the laser frequency variations and to incorporate them into the calculations. As was seen in the results presented in Fig. 11, this is an effective way of dealing with the laser frequency variations. However, its incorporation into the PDV system makes the technique a little more complicated. This can be overcome more effectively by the laser manufacturers, if they see a market for the improved laser.

**Image Registration**

As was discussed earlier, the pixel-to-pixel image matching is at the heart of the PDV technique. It occurs in several stages in the PDV technique: 1) in obtaining filter profiles, 2) in obtaining flatfield images, 3) in matching the filtered and unfiltered images (Fig. 2) in the Doppler shift calculation stage, and 4) in matching the images among two or three cameras in the velocity calculation stage (Fig. 9). If this pixel-to-pixel matching is carried out properly, then the effects other than the instantaneous Doppler shift, such as particle size, particle number density, and the optical effects of the split image system, are removed. Smith et al. and Clancy and Samimy have shown that the matching must be within a subpixel accuracy for accurate measurements. As was shown in Fig. 13, the proper pixel-by-pixel matching of the images is crucial for obtaining accurate measurements.

**Speckle Noise**

When coherent light is scattered by scatterers of a nonuniform distribution, a detector will receive light of nonuniform phase that will interfere and form a pattern that is called a speckle pattern. Even though the scrambling of the phase of the coherent light is a random process, the speckle pattern is repeatable if the scattering medium is stationary and the locations of the laser and detector are fixed. However, with a moving medium, the speckle pattern is a function of both time and space. This speckle noise is the main cause of the grainy nature of the instantaneous PDV images.

Even with the speckle pattern randomly distributed in time and space, it cancels out from the mean velocity and vorticity measurements. However, it is the major source of the uncertainties in the turbulence measurements.

In the PDV technique, one of the modes of operation is when the particle number density in the flow is high and a group of particles form a speckle pattern that moves in between two successive images. From the translation of the speckle pattern in between two images, the velocity of the particles traveling in a group is obtained. When PDV is operated in this mode, it is called laser speckle velocimetry (LSV). When the optical path length difference of scattered light received by a detector, which is an indicative of the particle size and distribution, is larger than the wavelength of the illuminating light, then the speckle pattern is a function of the optics. Obviously, this makes the LSV technique possible. It also gives clues on what are the parameters in an optical setup that one can modify to reduce the speckle noise in PDV. There are a couple of ways of deriving an equation for the speckle signal-to-noise ratio (SNR)

$$\text{SNR} = \Delta x / (f\text{-number}) \quad (10)$$

where $f\text{-number}$ is the ratio of the focal length to the aperture of the lens and $\Delta x$ is the pixel size. From Eq. (10), it is obvious that one needs to reduce the $f\text{-number}$ of the lens and also to increase the pixel size in the CCD camera to reduce the speckle noise. There are various variations in the pixel size in the CCD cameras, and one has to use a CCD camera with the largest possible pixel size. Smith suggests using of inexpensive 8-bit CCD cameras with a larger pixel size than the more expensive scientific-grade 14- or 16-bit CCD cameras. One has to be cautious in doing so because these 8-bit cameras would provide lower speckle noise, but would also reduce the dynamic range by a factor of 64, in comparison with 14-bit cameras. McKenzie has discussed in detail the main drawbacks of using an 8-bit camera in PDV. A large dynamic range of the imaging system is very important in using PDV in high-speed, highly turbulent flows.

Smith experimentally validated Eq. (10) in terms of the effects of reduction of $f\text{-number}$ on the reduction of speckle noise. However, there is a limit in lowering the $f\text{-number}$ in the PDV technique to reduce the speckle noise. In a very small $f\text{-number}$ lens, there would be variations in the Doppler shift on the image plane due to the variations in the observation angle (variations in $\Delta x$ in Fig. 2). In fact, this variation of the scattering angle in a small $f\text{-number}$ lens is the basis for the filtered angularly resolved Rayleigh scattering technique that has been used for simultaneous, single-point, density, temperature, and velocity measurements.

In the image processing stage of the PDV results, one can also reduce the speckle noise. This requires using some sort of spatial image filtering. Clancy and Clancy et al. explored several different filters and discussed the most effective way of reducing the speckle noise. In the spatial resolution discussion, it was shown that the optical diffraction limits the spatial resolution of PDV. In the given example, the spatial resolution of PDV was determined to be approximately 75 $\mu$m. Therefore, using scientific-grade CCD cameras with much larger pixels, if available, or using standard scientific-grade CCD cameras but binning a few adjacent pixels in the data processing stage would not deteriorate the resolution of PDV. It would rather reduce the speckle noise and also would reduce the sampling error. More work is warranted to clarify some of the issues discussed here.

As reflected in the title of the paper, the emphasis in this review has been on the application of PDV in high-speed flows. However, McKenzie has shown that one can resolve flow speeds as low as about 2 m/s with PDV. Therefore, PDV seems to be also favorable with PIV in such cases because PIV cannot resolve individual particles at large distances. Beutner et al. have recently carried out some work in the application of PDV in large low-speed facilities.

**PIV**

PIV is a technique for measuring the in-plane two-component velocity field of a flow seeded with small particles. A pulsed laser light sheet is used to illuminate the particles entrained in the flow. The light scattered by the particles is collected normal to the plane of the light sheet and is imaged onto a photographic plate or a CCD camera, where the positions of the particles are recorded at each instant the light sheet is pulsed (Fig. 15). In high-speed flows, high pulse energy lasers are required to provide sufficient light energy ($\sim 100$ mJ/pulse) in a short time interval ($< 10$ ns) to record an unblurred image of the particles entrained in the flow. The data processing consists of either dividing the image up into small interrogation regions and determining the average displacement of the particles or by determining the individual particle displacements between pulses of the light sheet. Knowledge of the time interval between light sheet pulses then permits computation of the flow velocity.
where $\Delta x$ is the measured displacement, $M$ is the optical system magnification, and $\Delta t$ is the time between exposures. The average displacement estimation technique yields a regular velocity vector grid, easily compared to computational fluid dynamics (CFD) predictions. The individual particle displacement estimate technique produces a random vector field. The number of exposures per frame and the seed particle concentration determines which data processing schemes are employed. Whereas each technique has some inherent benefits, the appropriate choice depends on the characteristics of the flow and recorded image constraints. The PIV technique is also capable of providing three-component velocity measurements over a plane. As will be discussed, the addition of a second camera in a stereo viewing arrangement yields all three velocity components.

Overview of PIV

The discussion presented here concentrates on the PIV technique and its implementation for high-speed flows. The types of data processing used, the optical recording system constraints, and the illumination systems required for high-speed flows will be presented. For a more comprehensive overview of the PIV technique and the myriad of implementations covering low-speed to high-speed flows the readers are referred to Adrian, Grant, or Raffel et al.

Light Sources

PIV relies on the use of high-accuracy pulsed laser illumination systems to record the particle positions at multiple instances in time. The Nd:YAG laser has several desirable qualities for use in PIV: near Gaussian beam profile, high timing accuracy (≤2-ns jitter), short pulse duration (≤10 ns), high per pulse energies (100 mJ/pulse), and a second harmonic wavelength in the green that closely matches the peak spectral responsivities of CCD cameras and film. Several commercial vendors offer dual-head Nd:YAG laser systems specifically for use in PIV applications. These dual-head systems use beam combining optics and a common frequency doubling crystal to simplify alignment and maintain collinearity of the laser beams. The dual-head feature also means that there are no restrictions on the minimum time between laser pulses; hence, high-speed to low-speed flows can be investigated using these types of laser illumination systems.

Sheet Forming Optics

The near Gaussian intensity beam from Nd:YAG lasers is easily formed into a light sheet through the use of spherical and cylindrical optics. Nominal light sheet thicknesses are on the order of 1 mm. The width of the sheet depends on the area of the flow under study and can also be restricted by the available pulse energy. Restrictions on the available optical access and experiment/facility geometry may preclude using conventional optics to deliver the light sheet to the measurement location. For example, Wernet used a small periscope probe for generation and delivery of a light sheet inside of turbomachinery.

Data Processing

In theory, the type of data processing used to reduce PIV data is independent of the flow velocity. In reality, this is not always the case because the seed particle dynamics, the time between laser sheet pulses, the duration of the pulses, and the framing speed of the recording system all place practical restrictions on the maximum velocity that can be recorded and processed using PIV. Each of these limitations will be discussed as they relate to obtaining high-speed velocity data. Basically, there are three types of data reduction techniques used in PIV: autocorrelation, cross-correlation, and particle tracking. The choice of a processing technique depends primarily on the available equipment used to record the particle image data and the seed particle concentration.

Correlation-based processing techniques produce spatially averaged velocity estimates. The recorded image frame is divided into small subregions, each containing particle images. By processing the image over a regular grid of small subregions, a velocity vector map is generated. The optimum number of particles per interrogation region for PIV is nominally 10 particle image pairs.

Autocorrelation processing is the oldest of the PIV processing techniques, essentially because film-based recording systems were incapable of recording independent particle image records at two closely spaced instances in time. Single-exposure electronic image acquisition systems suffered from the same limitations as film plates and thus also relied on autocorrelation processing. In the autocorrelation technique a single image frame is exposed multiple times (≥2) and processed over a regular grid of small subregions. For a double-exposure case, the average displacement of the recorded particle image pairs is determined by computing the autocorrelation of each subregion.

The two-dimensional autocorrelation is a symmetric function having a characteristic central peak at the origin of the correlation plane and two satellite peaks, oriented symmetrically about the central peak. The central peak originates from the correlation of all of the particle images in the subregion; hence, the size of the central peak is related to both the total number and size of the particles in the subregion. For more detailed discussion of the autocorrelation technique refer to Adrian. The satellite peaks originate from the average displacement of the particle image pairs between exposures. For the displacement peaks to be discernable from the central peak, the particle displacements must be greater than the average particle diameters across the subregion. This requirement places a dynamic range limitation on the autocorrelation technique.

A second shortcoming is in the symmetry of the autocorrelation function. The existence of two diometrically opposed displacement peaks about the central peak yields a 180-deg directional ambiguity in the velocity vector direction. The directional ambiguity can be eliminated by imposing a central offset on the particle image records, whereby the particle images are mechanically shifted between laser pulse firings. Image shifting introduces extra complexity in the experimental setup and also additional errors due to optical path differences resulting from the image shift. Kompenhans and Raffel used a photographic film plate and image shifting to record the transonic flow over a pitching airfoil. The data were processed via autocorrelation and the recirculating flow above the pitching airfoil could not have been resolved without image shifting. Raffel and Kost used photographic plates to record the coolant ejection flow at the trailing edge of a turbine blade. Autocorrelation processing of the image shifted data was used to reduce the supersonic flowfield surrounding the turbine blade and the trailing vortex caused by the coolant ejection. Krothapalli et al. used a high-resolution digital camera and image shifting to record an underexpanded jet flow. The imaged area of the nozzle flow (1.73 x 1.15 cm) was processed over a 50 x 60 grid of points using autocorrelation, and time-averaged velocity vector plots were generated.

The second spatially averaged PIV data reduction technique, cross-correlation processing, is superior to the autocorrelation technique. However, this technique places more difficult demands on the recording system. In cross-correlation PIV, two single-exposure image frames must be recorded. Film-plane-based recording systems are incapable of providing two single-exposure image frames at an acceptable frame rate. Even electronic camera systems are
hard pressed to provide sufficiently high framing rates to enable cross-correlation data reduction. The cross-correlation operation is similar to autocorrelation where again the image frames are divided into small subregions. However, now a subregion of image 1 (recorded at the first laser pulse) is cross-correlated with a subregion from image 2 (recorded at the second laser pulse). The resulting output on the correlation plane is a single peaked function, where the peak represents the average displacement of the particles across the subregion between the two laser pulses. The direction of the displacement is determined unambiguously because the images from exposures 1 and 2 are recorded separately. Because there is no self-correlation peak, even zero particle displacements can be measured; hence, the cross-correlation technique provides a higher dynamic range measuring capability than the autocorrelation technique.\(^{103,105,111}\)

In contrast to the spatially averaged correlation techniques just discussed, particle tracking techniques attempt to identify the displacement of individual particles.\(^{112}\) Both single- and double-exposure imagery have been used in particle tracking algorithms. Bryanston-Cross et al.\(^{113}\) used double-exposure film to perform particle tracking on the flow in a transonic turbine cascade. Chana et al.\(^{114}\) used an electronic camera to record double-exposure imagery of the flow in the rotor-stator region of a transonic turbine facility. Single-exposure frame resolution are again preferred because knowledge of the particle time history adds direction information that aids in the tracking process. Wernet\(^{103}\) used single-exposure image data to track particles in a supersonic nozzle flow. Most particle tracking techniques require more than two single-exposure image frames to perform efficiently. The first step in particle tracking is to process the single-exposure images and determine the particle image centroid locations. The particle centroid information from all of the image frames in the sequence are then used to perform the tracking operation. The essential premise in particle tracking is that the distance and direction of all second-exposure particles in the vicinity of a first-exposure particle are used to project the location of a third-exposure particle. The distance and direction from a candidate second-to-third-exposure particle is used to project the location of a fourth-exposure particle. A particle trajectory is validated when the projected particle locations are all correctly determined, from a candidate first-exposure in the sequence to the last.

For high-speed flows, obtaining more than two single-exposure image frames is difficult. Therefore, multi-frame (\(>2\)) tracking techniques are not readily applicable to high-speed flows. Correlation techniques succeed by extracting the average displacement of a group of particles in a subregion. For tracking techniques to succeed with only two single-exposure image frames, information from the surrounding displacements must be used in the tracking operation. There are two approaches for extracting the individual particle displacements based on the surrounding particle displacements: fuzzy logic and neural networks. Fuzzy logic techniques utilize a rule base (flow continuity) for allowed particle displacements.\(^{115}\) Particle pairs close together must move in similar directions and must have similar magnitudes. Neural net approaches to data extraction rely on training the nets to identify patterns.\(^{38,116}\) The nets must be trained on similar flows that they will be used to process. Determining the number of layers and training sets required for neural nets is similar to mixing paint, not much guidance is available and sometimes you get the desired results.

Alternatively, combining correlation and particle tracking techniques was proposed by Keane et al.\(^{117}\) to create a PIV data processing system that can cover a wide range of flow seeding conditions and offer the potential for super-resolution PIV measurements. Particle tracking by itself is typically not capable of successfully tracking particles at the high seed particle densities normally used for auto- or cross-correlation analysis. Conversely, correlation techniques must use large subregion sizes, with a concomitant reduction in spatial resolution, in order to perform adequately in the low seed particle density regimes where particle tracking techniques are normally applied. In the combined technique, correlation analysis is first used to obtain a benchmark velocity vector map that then serves as a guide for the particle tracking operation. Hence, high seed particle images can be processed with small correlation subregion sizes, and then the spatial resolution of the measurements can be improved by following with particle tracking. For moderate density seed particle images, the correlation subregion size is increased so that a good velocity vector map is obtained, and then this is followed by particle tracking to obtain high spatial resolution measurements. For low seed particle density cases, the standard particle tracking can be used alone. Wernet\(^{107}\) was the first to demonstrate the combined correlation/particle tracking technique in a supersonic nozzle flow. A high seed density flow was processed to obtain over 2300 individual velocity vectors in a 300-mm\(^2\) area at a spatial resolution of 45 \(\mu\)m/pixel.

### Image Recording Hardware

The general trend in PIV has been a migration away from film-based techniques, which require wet processing and cumbersome archiving, to electronic acquisition and data storage. Laser illumination, or Digital PIV (DPIV), has enabled PIV to become a more useful tool in industrial and research applications. All electronic processing enables fast data processing and display so that the experimenter can determine the optimum experimental parameters while the experiment is being conducted. Another motivation for going to electronic image acquisition is the potential for obtaining a pair of single-exposure image frames, which would enable cross-correlation data analysis to be used. However, whenever high spatial resolution velocity measurements are required over a large field of view, film-based PIV is the technique of choice.\(^{38}\)

As stated earlier, film-based techniques are suitable for high-speed flows, but nearly always require auto-correlation data analysis. The exception to this rule is the two-color PIV work done by Post et al.,\(^{118}\) where green and red laser sheets were used for flow illumination and color film used to record the particle image data of the flow in a turbine cascade. The color film was electronically scanned to create separate green and red image frames. The work pioneered by Post et al. has been continued by Estevadeordal et al.\(^{119}\) where the color film has now been replaced by a high-resolution color CCD camera. The two-color technique enables a single camera to be used to record high-speed flows and has been used to investigate the flow around an automotive cooling fan. However, there are a few restrictions: The particle images cannot completely overlap from the first to second exposure, the number of red and green pixels in the CCD sensor is not equal (1:2), chromatic aberrations keep the red and green particle images from being formed equally on the CCD sensor, and the energy available in the red light sheet is typically a fraction of the energy in the green light sheet.

Another approach for obtaining a pair of single-exposure image frames is to use a two-camera recording system. Wernet\(^{103}\) demonstrated a two-camera recording system in a supersonic nozzle flow using high-resolution CCD cameras and polarization separation. A polarization beam splitting cube was used to obtain coaxial viewing of the illumination plane. The pulsed beams from two separate Nd:YAG lasers were combined, after frequency doubling, yielding two orthogonally polarized sheets, which enabled each camera to record light from only one of the illumination pulses. The submicrometer-sized seed particles used in this study did not significantly depolarize the scattered light. Image registration of the two-camera images was obtained using a calibration grid and image warping algorithms.

Although a two-camera recording technique enables a pair of single-exposure image frames to be recorded, work still continued to reduce the complexity and cost of PIV optical recording systems. Of course, standard RS-170 [or phase alternate line (PAL)] video systems could be used to record single exposure image frames, but the video framing rate of 30 frames/s limited this approach to very low-speed flows. Wernet\(^{121}\) was the first to demonstrate the frame straddling technique now used as the standard in the cross-correlation cameras found in commercial PIV systems. Wernet used the frame straddling technique in conjunction with particle tracking to measure a 150-m/s nozzle flow. In the frame straddling technique, the light from a pulsed laser source is made to coincide, or straddle, the vertical drive interval of a standard RS-170 video camera (or high-resolution 30 frame/s video system). In this way a video image frame is exposed just at the end of its integration period, and next video frame is exposed right at the beginning of its integration period. Hence, a pair of single-exposure image frames are obtained.
The standard 30 frame/s camera achieves a high effective framing rate capability via this technique. The time between image frames can be driven down to the vertical drive interval of the camera, which is on the order of a microsecond.

The adaptation of the frame straddling technology into commercial PIV systems has enabled the development of fast PIV data acquisition and reduction systems employing the optimal cross-correlation data reduction technique. These robust and extremely powerful commercial PIV systems have brought PIV out of the research laboratory into large-scale facilities. These commercial PIV systems provide fast processed velocity vector maps. The fast feedback enables optimization of the image processing parameters and a preview of velocity measurements being acquired. Commercial PIV systems based on this technology have been used to measure the single- and multi-blade flowfields in a 50-cm-diam transonic axial compressor operating at 17,000 rpm (Ref. 120). PIV has also been used to measure the flowfield in the diffuser of a high-speed centrifugal compressor operating at a pressure ratio of 4.1 and a design speed of 21,750 rpm (Ref. 111). Using PIV in rotating machinery applications has many advantages over previous measurements made using LDV. Both instantaneous and time-averaged velocity measurements can be made, which enables the investigation of nonstationary flow phenomena. The planar measurement capability of PIV significantly reduces the facility run time by over an order of magnitude over previous single-point measurement techniques such as LDV. Finally, by introducing the light sheet parallel with the diffuser and/or rotator hub, measurements can be obtained closer to the surface than previously possible using normal incidence LDV systems.

Raffel et al.104 have also used cross-correlation cameras to study the flowfield behind an advanced aircraft propeller (velocity on the order of 80 m/s). Both instantaneous and time-averaged velocity measurements can be made, which enables the investigation of nonstationary flow phenomena. The planar measurement capability of PIV significantly reduces the facility run time by over an order of magnitude over previous single-point measurement techniques such as LDV. Finally, by introducing the light sheet parallel with the diffuser and/or rotator hub, measurements can be obtained closer to the surface than previously possible using normal incidence LDV systems.

Seeding

A more general discussion of seed particle requirements has already been given in the Overview of PDV section and will not be repeated here. The type and size of seed material used is dictated by the specifics of the flowfield under study. In general, the seeding requirements for PIV are an order of magnitude higher than that required for LDV measurements.

Spatial Resolution

The spatial resolution obtainable using PIV is determined by the appropriate choice of seed particle density, camera field of view, and imaged particle size on the CCD sensor. Westerweel122 presents a thorough discussion of these parameters and gives a general guide for the optimal PIV system configuration. Several factors must be optimized to obtain high spatial resolution measurements and yet avoid some of the systematic errors inherent in DPIV. Some of these factors have to be addressed before the data are acquired, and some are addressed in the data processing. The minimum error in estimating the displacement correlation peak is obtained when the imaged particle size on the CCD sensor is on the order of 1–2 pixels.133 However, if the particle images are all on the order of 1–2 pixels and a centroid estimator is used to compute the displacement peak location, then peak locking can occur.122 This phenomenon is observed frequently in airflows where the field of view is large and the imaged particle size is small. Proper selection of the recording camera lens f-number can be used to ensure that diffraction particle images are recorded that have the optimum particle diameter to pixel width ratio. A second factor to consider at the image recording stage is to ensure sufficiently high seed particle concentration. The ultimate spatial resolution of the processed velocity vector maps will depend on the seed particle concentration, as will be discussed further.

In the data processing stage, there is a tradeoff between resolution and accuracy in PIV measurements; however, we can attempt to maximize both by judicious design of the experiment. Following the discussion by Westerweel122 the reliability of the PIV estimate from a processed subregion improves as the number of particle image pairs increases. The correlation peak SNR is proportional to the total number of particle image pairs in the subregion, but the accuracy of the peak position estimate is not increased.

The error in the PIV estimates stems from the timing of the laser light sheet pulses and the estimate of the particle displacement. The laser timing is very accurate and does not significantly contribute to the error in the velocity estimates. The accuracy of PIV displacement estimates is primarily determined by the ratio of the correlation peak size $d_0$ to the subregion size $N$:

$$\sigma_0 = \frac{d_0}{N}$$  \hspace{1cm} (12)

The maximum displacement on the correlation plane is limited by the subregion size. To avoid aliasing in the correlation plane, the displacement search region must be restricted to one-quarter of the subregion size.106 By using three-point Gaussian interpolation techniques, the correlation peak position can be estimated to subpixel accuracy.127 Nominal values for the peak position error are on the order of 0.1 pixel for particle images spanning 1–2 pixels on the subregion. Combining the one-quarter rule with the peak position accuracy sets the full scale accuracy of the PIV velocity estimates. Assuming a PIV subregion size of 64 pixels, and applying the one-quarter rule described earlier, the relative error in the displacements is approximately 0.1/16 ≈ 0.6%. For a 1024 × 1024 pixel image, processed with 50% overlapped subregions, a 32 × 32 grid of vectors would be obtained. In this case we have optimized the measurement accuracy while sacrificing spatial resolution.

The lower limit on the spatial resolution of the velocity measurements is set by the actual particle displacement between the illumination pulses. Large displacements between exposures are desirable to achieve high-accuracy velocity estimates. In standard correlation processing, subregions that are larger than the spatial scale of the particle displacement are used in order not to violate the one-quarter rule. By incorporating subregion shifting in the data processing procedure,122 reasonable precision velocity estimates can still be obtained while simultaneously increasing the spatial resolution of the measurements. In cross-correlation processing, the second correlation subregion can be spatially shifted with respect to the first subregion by an amount equal to the mean flow displacement between exposures, which keeps the correlation peak at the center of the correlation plane and minimizes any distortion effects caused by the windowing of the fast-Fourier-transform-based correlation operation. Employing subregion shifting also enables the use of smaller interrogation regions, provided the smaller subregions still contain a sufficient number of particles to provide a correlation result. Therefore, subregion shifting enables the measurement of displacements larger than prescribed by the one-quarter rule. If we now use a 322 pixel subregion to process the same 1024 × 1024 pixel image using 50% overlapped subregions and an 8 pixel subregion shift, then the accuracy of the velocity estimate is still the same as before, 0.1/16 ≈ 0.6%, and the processed velocity vector map now contains 64 × 64 grid points. The velocity precision has been maintained, and we have increased the spatial resolution by a factor of two in each dimension. The spatial resolution now matches the lower limit spatial resolution set by the particle displacement (assuming the particle displacements were on the order of 16 pixels for the two cases just described and 16 pixel spacing between subregions centers). The general trend is summarized in Table 1, again assuming that subregion shifting is employed. Throughout the discussion of the various implementations of PIV data processing and image acquisition hardware above, the specific resolutions for some of the references have been listed for comparison.

Dynamic Range

The PIV technique has been used extensively to measure low-speed flows; however, our focus in this work is on high-speed flows. From Eq. (11) we see the parameters that affect the range of velocities that can be measured using PIV. Because the time between laser pulses can be arbitrarily large, very low velocities are easily
Table 1  PIV spatial resolution vs precision

<table>
<thead>
<tr>
<th>Subregion size</th>
<th>Velocity accuracy, % of full scale</th>
<th>Number of grid points in processed vector map</th>
</tr>
</thead>
<tbody>
<tr>
<td>16 × 16</td>
<td>2.5</td>
<td>128 × 128</td>
</tr>
<tr>
<td>32 × 32</td>
<td>1.25</td>
<td>64 × 64</td>
</tr>
<tr>
<td>64 × 64</td>
<td>0.6</td>
<td>32 × 32</td>
</tr>
<tr>
<td>128 × 128</td>
<td>0.3</td>
<td>16 × 16</td>
</tr>
</tbody>
</table>

measured. As we attempt to measure higher speed flows, we must reduce the time between laser pulses to record the particle positions before they travel out of the field of view. In cross-correlation PIV, the minimum Δt that can be used is not limited by the laser, but instead is limited by the camera used to record the pair of single-exposure image frames. The minimum Δt for the currently available cross-correlation cameras is on the order of 1 μs. Measurements of transonic flows are possible using this time delay on a 50 × 50 mm field of view. When the time between image exposures can no longer be shortened, another option is to decrease optical system magnification $M$ in Eq. (11), which increases the field of view. The magnification cannot be increased past the point where we can no longer resolve the images of the individual particles. If the particle images become too small and only span a single pixel, then peak locking will occur.

In addition to the parameters that are manipulated at the time of image acquisition, there is another option that can be exercised in the data processing stage that will extend the operating range of PIV measurements. The size of the correlation subregion limits the maximum velocity that can be detected as stipulated by the one-quarter rule (average displacement cannot be larger than one-quarter of the subregion size). When the average particle displacement between exposures becomes larger than can be accommodated within the desired subregion size, then subregion image shifting can be employed. Subregion image shifting adds a dc offset to the second correlation subregion in the mean flow direction. Hence, if we can no longer keep the distance the particles move between exposures short, we can offset the processing regions to augment the limitations of the recording hardware. Subregion image shifting is readily applied in high-speed flows where the convective flow is much higher than any spatial structures in the flow. The main assumption made here is that the flow is predominantly two-dimensional because significant out-of-plane motion would preclude capturing the particles in exposure 1 at a later time in exposure 2.

The preceding section discussed the spatial resolution considerations in PIV. Here we have shown that some of the parameters affecting spatial resolution are also important in determining the maximum velocity that can be measured using PIV. Although the PIV technique has seen a majority of application in low-speed flows, by proper optimization of the image recording and correlation processing steps, high-speed flows can easily be measured using PIV.

Three-Component PIV

Although PIV has made two-component planar measurements in low-speed flows rather commonplace, many flows of interest are fully three-dimensional and, therefore, do not possess a plane of symmetry for easy two-component, planar measurements. In addition, two-component measurements leave out half of the Reynolds stresses required to understand the physics of turbulent flows. Many approaches have been investigated and proposed for obtaining three-component velocity information utilizing the PIV technique. These approaches can be broken into three separate classes: three-component velocity measurements in a volume, two-component measurements across multiple planes, and three-component velocity measurements across a plane. Most of the volumetric approaches are limited to tracking a relatively low number of particles in the volume in very low-speed flows and suffer from particle overlap ambiguities. Holographic techniques have also been proposed and demonstrated for volumetric three-component velocity estimates via particle tracking. Another approach for obtaining volumetric three-component measurements is by rapidly scanning a laser sheet or by using a color coded laser sheet. All of the mentioned techniques have only been applied in low-speed flow applications.

The planar measurement region techniques are simply an extension of the in-plane two-component PIV technique. In the planar approach, multiple recording cameras are used in a stereo viewing configuration. There are two primary configurations for stereo PIV: lens translation and angular displacement, as shown in Figs. 16a and 16b. Lens translation is simple and for small field angles results in no appreciable optical distortion. The common image area from the two cameras may be restrictively small unless the field angles are enlarged. Using large field angles in the displacement technique increases the sensitivity to the out-of-plane displacement, but will also produce perspective distortion in the image. The angular displacement technique is considered to be more accurate; however, this technique results in perspective distortion on the image plane and typically requires a large depth of field to avoid defocusing across the image plane. The image plane of best focus does not fall on the straight back camera film plane, resulting in blurring at the edges of the image. The use of high f-number collection optics increases the depth of field and minimizes the blurring. The errors of perspective distortion can be ignored by keeping the coupling angle between the cameras small; however, sensitivity to the out of plane component is reduced. The large depth of field requirement of the angular displacement technique is easily eliminated by tilting the film plane such that the Scheimpflug condition is satisfied. The Scheimpflug condition requires that the image plane, object plane, and the median plane through the lens all intersect at a common point (Fig. 17). The tilted object plane is imaged onto a tilted image plane where all points are in focus and the depth of field requirements of the optical system are reduced. The object to image distances vary horizontally across the image, resulting in perspective distortion. Both the vertical and horizontal magnification varies as a function of horizontal position on the image plane. These distortions can be accounted for in the data processing using image warping or an
The advantages of the angular displacement technique are the large field of view and the improved accuracy in estimating the out-of-plane displacement. An indirect advantage of the stereo view configuration is the collection of the particulate scattered light from an angle other than 90 deg from the scattering plane. The scattering efficiency reaches a minimum at 90-deg collection for polarized light; therefore, the oblique collection angles collect more light than would be detected from a standard PIV setup. In some standard two-dimensional PIV applications, 90-deg viewing is not feasible, and the Scheimpflug off-axis viewing provides an alternative.

The errors associated with the angular displacement technique are similar to those for a three-component LDV system. The error in the $z$ component of velocity is dependent on the two in-plane $x$-component velocity estimates. For PIV the in-plane velocity estimates can be 1% of full scale for an optimized experimental setup. For a stereo viewing optical system, the error in the out-of-plane displacement component is $\sigma_{Dz}$ to first order given by Wernet,

$$\sigma_{Dz} = \sigma_{Dx} / \tan \beta$$

where $\sigma_{Dx}$ is the in-plane error in the $x$ component of displacement and $\beta$ is the coupling half-angle between the two optical systems. Hence, we obtain the result that the error in the out-of-plane displacement is inversely related to the tangent of the optical system coupling half-angle. This simplification allows us to define an approximate ratio of the error in $\Delta z$ to the error in $\Delta x$. For the case where $\beta = 30$ deg, the error in $\Delta z$ is 1.7 times as large as the in-plane error $\Delta x$. At the limit of $\beta = 45$ deg, the error in the out-of-plane displacement equals the in-plane displacement error.

Except for that of Funes-Gallanzi and Bryanston-Cross, all of the three-component measurement systems described were used in low-speed flows. They used a stereoscopic PIV system to measure the flow around an airplane model with velocity up to 60 m/s. Wernet used a Scheimpflug configuration stereo viewing PIV system to obtain three-component velocity slices in a supersonic nozzle flow at several axial positions in the flow. In this work, the light sheet was oriented perpendicular to the main flow direction, which is not the optimal configuration for obtaining high-accuracy measurements, but is significant in that the measurements were obtained at all. In a similar optical configuration (light sheet perpendicular to the main flow direction), Raffel et al. used a long-range (9-m) stereo PIV system to make three-component velocity measurements in a study of blade tip vortices from a rotorcraft model. The maximum velocities measured were on the order of 50 m/s and the observation area was 25 $\times$ 30 cm, yielding a processed velocity vector map containing a grid of 51 $\times$ 61 vectors.

Sample PIV Results

A PIV flowfield study was conducted on a 50.8-cm-diam, single-stage axial compressor with a design speed of 17,188 rpm and a mass flow rate of 20.19 kg/s, yielding a pressure ratio of 1.86 (Fig. 18). The rotor has 36 blades with a span of 75 mm at the leading edge and 56 mm at the trailing edge. The blade stagger angle is 41 deg at the hub and 61 deg at the tip. The casing is fitted with a large optical access window (200 $\times$ 100 mm) that is molded to the complex contour of the casing. The glass thickness is 3 mm and produces a very small amount of optical distortion. None of the optical distortion effects will be considered here.

A very compact light sheet delivery system was constructed using a periscope-type configuration. The pulsed Nd:YAG beam is directed down the bore of the tube that contains light sheet forming optics and a 90-deg turning mirror. A 1000 $\times$ 1000 pixel cross-correlation CCD camera with 9-μm square pixels was used to image the flow. Although the spatial resolution of the optical system is much larger than the actual geometric image of the particle on the CCD sensor, the diffraction effects of the optical system may produce effective particle images that are much larger. For example, a PIV image recording system using a $f$-number 5.6 camera lens operating at a magnification of 0.16 and using an illumination wavelength of 532 nm yields a 9-μm-diam point spread function on the CCD sensor. The optical system point spread function is matched to the CCD sensor resolution. The submicrometer-sized seed particles used in this study ended up being imaged to objects on the order of the CCD pixel size and, hence, resulted in a minimal correlation peak centroid estimation error.

The seeding was provided by a 6 jet atomizer (producing 0.7-μm-diam particles using Rosco’s smoke juice) that injected seed through a 6-mm-diam seeding probe located approximately 80 probe diameters upstream of the rotor. The seeding probe position could be adjusted radially to provide seed in the plane of illumination. The light sheet was introduced into the rig via the optical periscope probe. A commercial articulated light arm was used to couple the light from a dual-cavity Nd:YAG laser system to the periscope probe. The light sheet pulse energy was approximately 125 mJ/pulse. The probe was inserted through the casing at a circumferential position 45 deg below the rig centerline and approximately 200 mm upstream of the rotor. The inclination angle of the light sheet roughly matched the blade stagger angle at both midspans. The light sheet generated by the probe was approximately 45 mm wide and 1 mm thick at the measurement location.
The camera image scale factor was 56 µm/pixel, yielding a 56 x 56 mm field of view, and the interframe time was 2.67 µs. The lightsheet illumination covered most of a blade passage in the circumferential direction at a passage height of 46 mm from the hub (70% span). The plane of the lightsheet intersected the lower blade at constant radius, but was slightly inclined along the pressure surface of the upper blade. The flow velocity upstream of the rotor is 190 m/s, and the blade speed at the measurement plane is 390 m/s. The flow direction is from left to right, and the rotational direction is from top to bottom. The blade profiles at the measurement plane location are shown in Figs. 19 and 20. The vectors in Figs. 19 and 20 are shown in the relative frame (wheel speed has been added) and are scaled in proportion to velocity vector magnitude and also gray scale coded by vector magnitude. The data were processed using a cross-correlation subregion size of 32 x 32 pixels (1.8 x 1.8 mm subregions) with 50% overlap. A subregion shift of (8, -4) pixels in the x and y directions was used so that smaller sized subregions could be utilized. Spurious vectors located around the blade surfaces and in the periphery of the image have been removed. No interpolation or data filling has been applied. Figure 19 shows an instantaneous vector map of the flowfield. Figure 20 shows a 96 frame average velocity vector map. Under these rigid operating conditions, a strong shock forms off the upper blade leading edge and spans the blade passage. The position of the blade-to-blade plane shock is readily observed by the sharp drop in vector magnitude within the blade passage (light to dark shading). A bow wave also forms off of each blade extending outward (up and to the left) from each blade leading edge. The bow wave from both the lower and upper blades are observed in the left portion of the image. There is also a significant change in velocity magnitude across the bow waves as indicated by the gray shading (medium gray vectors). The average velocity vector map in Fig. 20 is smoother and has more filled in areas than the instantaneous vector map shown in Fig. 19.

Previous LDV measurements acquired in the same facility under similar conditions will be used to assess the quality and accuracy of the time-averaged PIV data (A. J. Strazisar, 1997, personal communication). The vertical line inside the blade profiles in Fig. 20 indicates the 20% chord position along the blade at 70% span. Figure 21a shows the relative Mach number vs percent pitch measurements obtained using PIV and LDV, respectively. The LDV measurements were obtained at a higher sampling density across the blade pitch (200 points) and are closer to the blade surfaces than the PIV measurements (29 points). Both systems show the blade-to-blade shock occurring at approximately 65% pitch. Both sets of measurements show the shock spanning about 15% of pitch. Figure 21b shows the absolute flow angle vs percent pitch measurements obtained using PIV and LDV. Again the measurements between the two techniques are in very good agreement, spanning essentially the same range and exhibiting similar features.

Summary
As the title of this review indicates, the focus here is on planar, multiple-component, velocimetry in high-speed flows. High-speed flows are almost always of very high Reynolds number and
highly turbulent. Thus, these flows possess very large dynamic range in velocity, length, and timescales. An ultimate velocimetry tech-
nique that would help in exploring the physics of such flows would provide detailed, accurate, volumetric, real-time, instantaneous ve-
cocity data. From the discussion so far it is obvious that we are not anywhere near this goal, but making steady progress toward it. The volumetric and real-time aspects are harder to achieve in high-
speed flows at this time. Currently, there are two planar velocimetry techniques that are developing rapidly into useful tools and could provide detail and accurate instantaneous velocity information in high-speed flows, if designed and utilized properly. The techniques are PDV and PIV. The details and state of the art of both techniques were presented and discussed. Which one of these techniques is preferred over the other depends on many factors, such as the ob-
jectives of the measurements, the level and the dynamic range of expected velocities, the spatial resolution requirement, the access-
bility of the flowfield, and of course the availability of both the expertise and necessary equipment. Next, these issues will be briefly discussed.

From the discussion, it is apparent that two-component PIV in low to moderate speed flow applications is a well-developed technique with commercially available complete hardware and software packages. The setup and application of these commercial two-component PIV systems is relatively simple, and the dynamic range of the data enables online optimization of the imaging recording parameters. For low to moderate velocity two-component applications, PIV is a better choice at this time due to its simplicity and ease of implementa-
tion. As the velocity approaches supersonic speeds, PIV is limited due to the image capture capabilities of the cross-correlation cam-
ers. Three-component PIV is just becoming commercially avail-
able and still requires quite a bit of expertise for accurate measure-
ments.

The PDV technique is developing rapidly and holds great promise, especially in high-speed flows and in large facilities. However, nei-
ther the hardware nor the software for PDV is available off-the-shelf, and a successful design and application of the technique requires substantial in-house development and expertise. Therefore, not only the availability of the necessary equipment, but also the availability of in-house expertise, is a deciding factor in the selection of a technique. Optical access restrictions in some facilities could also adversely affect the accuracy in some of the resolved velocity com-
ponents.

As for the objective of the research, if it is to obtain mean velocity and some components of Reynolds stresses in a 50 \( \times \) 50 grid on a given plane so that a CFD code and its turbulence models could be examined and improved, then either PIV or PDV would be able to accomplish the task. However, if the objective is to obtain de-
tailed, high-resolution turbulence data, so that one can understand the physics of the turbulence field, then PDV offers a better choice. As was discussed earlier, the speckle noise, which necessitates the binning of several adjacent pixels in image processing stage, could limit the spatial resolution of PDV. However, as was shown, in a high Reynolds number laboratory-scale supersonic jet, the spatial reso-
lution of PDV is perhaps diffraction limited. Whether diffraction or speckle noise limited, PDV still offers a higher spatial resolution velocity measurement capability than PIV.

We have chosen to make generalized statements in comparing PDV and PIV systems, based on our understanding of and experi-
ence with the techniques, because no direct comparison measure-
ments are available at this time. We would also acknowledge that PDV systems capabilities are improving whereas those of PIV are mature. To make a meaningful head-to-head comparison between these two techniques, the comparison must be done on an object space spatial resolution basis (defining the limiting velocity mea-
surement grid spatial resolution in physical units). Comparisons based on the number of pixels used in a PIV correlation subregion or binning of several adjacent pixels in PDV are not precise due to the many parameters that combine together to determine the actual spatial resolution of the measurements such as the field of view of the recording system, the pixel count and size in the CCD sensors, and the oblique viewing angle of the illumination plane.

The flow velocity and dynamic range are very important consid-
erations. As the flow velocity increases, the magnitude of the Doppler shift for a given setup increases. This would improve the accuracy of PDV. On the other hand, PIV has to balance the accuracy of measuring shorter transit time with the required spatial resolu-
tion. This problem is aggravated as the dynamic range is extended. However, it has been shown that with proper arrangement PIV can be used in high-speed flows. In small facilities, if accessibility to the flowfield is limited and if only two-component measurements are desired, then PIV would be a better choice. For example, one small window is needed to bring the laser sheet into the flow in both PIV and PDV, whereas PIV requires one additional window to collect the images and PDV requires two additional windows. If three-dimensional measurements are required, the stereo viewing PIV system can view the measurements volume through a single large window; however, the PDV system will require three windows to obtain three-component velocity measurements. If the three win-
dows are available, then PDV would be preferred because it would provide a better spatial resolution. The PDV technique would be pre-
furred in large facilities because the imaging of individual particles and, thus, obtaining correlations would be difficult using PIV.
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